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Abstract

This document describes the Fortran 90 and C user interfdd&MPS 4.8.3 We describe in detail
the data structures, parameters, calling sequences, mmndiagnostics. Example programs usMgMPS
are also given. A preliminary out-of-core functionalityifwlimited support) is included in this version.

*Information on how to obtain updated copies of MUMPS can betaiobd from the Web pages
http://mumps.enseeiht.fr/ andhttp://graal.ens-lyon.frIMUMPS/
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1 Introduction

MUMP&'MUItifrontal Massively Parallel Solver”) is a packagerfeolving systems of linear equations of
the formAx = b, whereA is a square sparse matrix that can be either unsymmetriansymic positive
definite, or general symmetriUMP$ direct method based on a multifrontal approach whichqueré

a direct factorizatiod = LU or A = LDL" depending on the symmetry of the matrix. We refer the
reader to the papers [3, 4, 7, 18, 19, 22, 21, 9] for full detsiithe techniques useMUMP &xploits both
parallelism arising from sparsity in the matx and from dense factorizations kernels.

The main features of thBlUMP$ackage include the solution of the transposed systemt ofpu
the matrix in assembled format (distributed or centraljzadelemental format, error analysis, iterative
refinement, scaling of the original matrix, out-of-core abifity, detection of null pivots, basic estimate
of rank deficiency and null space basis, and computation ahairScomplement matrixMUMP $ffers
several built-in ordering algorithms, a tight interfacestime external ordering packages such as PORD
[27], SCOTCH [25] or METIS [23] (strongly recommended), ahe possibility for the user to input
a given ordering. FinallyMUMP$s available in various arithmetics (real or complex, singt double
precision).

The software is written in Fortran 90 although a C interfacavailable (see Section 8). The parallel
version ofMUMP $equires MPI [28] for message passing and makes use of theSHIL3, 14], BLACS,
and ScaLAPACK [11] libraries. The sequential version omlljas on BLAS.

MUMP& downloaded from the web site almost four times a day oremeeand has been run on very
many machines, compilers and operating systems, althouglkexgerience is really only with UNIX-
based systems. We have tested it extensively on parallgbai@ms from SGI, Cray, and IBM and on
clusters of workstations.

MUMPSlistributes the work tasks among the processors, but arifidenprocessor (the host) is
required to perform most of the analysis phase, to distilthe incoming matrix to the other processors
(slaves) in the case where the matrix is centralized, andlteat the solution. The systetAx = b is
solved in three main steps:

1. Analysis. The host performs an ordering (see Section 2.2) based onythmeatrized pattern
A + A", and carries out the symbolic factorization. A mapping @f thultifrontal computational
graph is then computed, and symbolic information is trameée from the host to the other
processors. Using this information, the processors estitha memory necessary for factorization
and solution.

2. Factorization. The original matrix is first distributed to processors thall participate in the
numerical factorization. Based on the so caldichination tree [24], the numerical factorization
is then a sequence of dense factorization on so citedal matrices. The elimination tree also
expresses independency between tasks and enables miutiigketo be processed simultaneously.
This approach is calleghultifrontal approach . After the factorization, the factor matrices are kept
distributed (in core memory or on disk); they will be usednat $olution phase.

3. Solution. The right-hand sidéb is broadcasted from the host to the working processors that
compute the solutior using the (distributed) factors computed during factdit@a The solution
is then either assembled on the host or kept distributed@witiiking processors.

Each of these phases can be called separately and seveealces ofMUMPSan be handled
simultaneously. MUMP&illows the host processor to participate to the factowmatind solve phases,
just like any other processor (see Section 2.7).

For both the symmetric and the unsymmetric algorithms usethé code, we have chosen a
fully asynchronous approach with dynamic scheduling of ¢benputational tasks. Asynchronous
communication is used to enable overlapping between conwation and computation. Dynamic
scheduling was initially chosen to accommodate numeridaitipg in the factorization. The other
important reason for this choice was that, with dynamic dalieg, the algorithm can adapt itself at
execution time to remap work and data to more appropriategssors. In fact, we combine the main
features of static and dynamic approaches; we use the déstimabtained during the analysis to map
some of the main computational tasks; the other tasks arendaigally scheduled at execution time. The
main data structures (the original matrix and the factaressamilarly partially mapped during the analysis
phase.



2 Main functionalities of MUMPS 4.8.3

We describe here the main functionalities of the soM&MPSThe user should refer to Sections 4
and 5 for a complete description of the parameters that meisteb or that are referred to in this
Section. The variables mentioned in this section are coemtsnof a structurenumpspar of type
[SDCZ]MUMPSSTRUC(see Section 3) and for the sake of clarity, we refer to thety by their
component name. For example, we use ICNTL to refentonpspar%ICNTL .

2.1 Input matrix structure

MUMPSrovides several possibilities for inputting the matrix. heT selection is controlled by the
parametersICNTL(5) | and| ICNTL(18) |

The input matrix can be supplied glemental formatind must then be input centrally on the host
(ICNTL(5)=1 and ICNTL(18)=0). For full details see Sectidr6. Otherwise, it can be supplied in
assembled forman coordinate form (ICNTL(5)=0), and, in this case, there several possibilities (see
Sections 4.5 and 4.7):

1. the matrix can be input centrally on the host processddIiq18)=0);

2. only the matrix structure is provided on the host for thalgsis phase and the matrix entries are
provided for the numerical factorization, distributedass the processors:

e either according to a mapping supplied by the analysis (10(48)=1),
e or according to a user determined mapping (ICNTL(18)=2);

3. itis also possible to distribute the matrix pattern arelehtries in any distribution in local triplets
(ICNTL(18)=3) for both analysis and factorization (recoemded option for distributed entry).

By default the input matrix is considered in assembled farfif@NTL(5)=0) and input centrally on
the host processor (ICNTL(18)=0).

2.2 Preprocessing

A range of symmetric orderings to preserve sparsity is algl during the analysis phase. In addition
to the symmetric orderings, the package offers pre-praug$acilities: permuting to zero-free diagonal
and prescaling. When all preprocessing options are aetlyétte preprocessed mat®reproc that will

be effectively factored is :

Apreproc = PDrxr A QecDcPT,

whereP is a permutation matrix applied symmetrical, c is a (column) permutation arfd_r andD_c
are diagonal matrices for (respectively row and columnlimgaNote that when the matrix is symmetric,
preprocessing is designed to preserved symmetry.

Preprocessing highly influences the performance (mematyiare) of the factorization and solution
steps. The default values correspond to an automatic ggitiriormed by the package which depends on
the ordering packages installed, the type of the matrix (sgiric or unsymmetric), the size of the matrix
and the number of processors available. We thus strongbmeend the user to install all ordering
packages to offer maximum choice to the automatic decisioogss.

e Symmetric permutationP

Paramete offers a range of ordering options including the approxamiatinimum
degree ordering (AMD, [2]), an approximate minimum degrestedng with automatic quasi-dense
row detection (QAMD, [1]), an approximate minimum fill-indering (AMF), an ordering where
bottom-up strategies are used to build separators by di8gkulze from University of Paderborn
(PORD, [27]), the SCOTCH package [25], and the METIS packiags Univ. of Minnesota
[23]. A user-supplied ordering can also be provided and thet prder must be set by the user in
PERM.IN (see Section 4.9).

In addition to the symmetric orderingg]UMP S ffers other pre-processing facilities: permuting to
zero-free diagonal and prescaling.



e Permutations to a zero-free diagon&):c

Controlled by| ICNTL(6) |, this permutation is recommended for very unsymmetric icedrto
reduce fill-in and arithmetic cost, see [15, 16]. For symioetratrices this permutation can also be

used to constrain the symmetric permutation (see|&BNTL(12) | option).

e Row and Column scalingsD, andD.

Controlled by, this preprocessing improves the numerical accuracy arkksnall
estimations performed during analysis more reliable. Ageaaf classical scalings are provided
and can be automatically performed at the beginning of timeemical factorization phase or during
the analysis if ICNLT(8) is set to -2. For some value the scaling arrays can also
be allocated and built during the analysis phase (see $e£1). Symmetric indefinite matrices
preprocessings, as described in [17], can be applied armbatelled by ICNTL(12).

2.3 Post-processing facilities

It has been shown [10] that with only two to three steps ohiiee refinement the solution can often be
significantly improved. Iterative refinement can be optllynperformed after the solution step using the
paramete.

MUMPS&lso enables the user to perform classical error analysiedban the residuals (see the
description o in Section 5). We calculate an estimate of the sparse badkeraor using
the theory and metrics developed in [10]. We use the notatifom the computed solution and a modulus
sign on a vector or a matrix to indicate the vector or matritaoted by replacing all entries by their
moduli. The scaled residual

b Ax,
CETIED W)

is computed for all equations except those for which the matoe is nonzero and the denominator is
small. For all the exceptional equations,

b— A%|,
Al |x A, X )

(IALI]); + (Al o Xl o
is used instead, whet&; is row: of A. The largest scaled residual (1) is returned in RINFOG(d)tar

largest scaled residual (2) is returned in RINFOG(8). Ieglliations are in category (1), zero is returned
in RINFOG(8). The computed solutiohis the exact solution of the equation

(A +3A)x = (b+ 6b),

where
A;; < max(RINFOG(7), RINFOG(8))[A,,
andob; < max(RINFOG(7)|b|,, RINFOG(8)||A:|| . [IX]|..)- Note thatd A respects the sparsity of

A. An upper bound for the error in the solution is returned INRDG(9). Finally condition numbers
cond; andconds for the matrix are returned in RINFOG(10) and RINFOG(113pectively, and

lox]| < RINFOG(9) = RINFOG(7) x cond; + RINFOG(8) x conda.

(Il

2.4 Solving the transposed system

Given a sparse matriA, the systemAX = B or ATX = B can be solved during the solve stage,
whereA is square of order andX andB are of ordem by nrhs. This is controlled by ICNTL(9) |.



2.5 Reduce/condense a problem on an interface (Schur compient and
reduced/condensed right-hand side)

A Schur complement matrix (centralized or provided as 2xbloyclic matrix) can be returned to the
user (se&#ICNTL(lg), ICNTL(ZG)‘ and Section 4.10). The user must specify the list of indideth®
Schur matrix. MUMPShen provides both a partial factorization of the completatrim and returns
the assembled Schur matrix in user memory. The Schur mareomsidered as a full matrix. The
partial factorization that builds the Schur matrix can dgoused to solve linear systems associated
with the “interior” variables (ICNTL(26)=0) and also to tdle a reduced/condensed right-hand-side
(ICNTL(26)=1,2) as described in the following discussion.

Let us consider a partitioned matrix (here with an unsymimetatrix) where the variables ok o,
specified by the user, correspond to the Schur variables awhich a partial factorization has been
performed. In the following, and only for the sake of cleaswe have ordered last all variables belonging

to the Schur.
. Ain A\ ([ Lag O Ui Uip
A= (A2,1 A2,2>(L2,1 I>( 0 S ) )
Thus the Schur complement, as returnediyMPSs such thaB = A3 > — A2,1A;}A1,2.

ICNTL(26) can then be used during the solution phase to desbtiow this partial factorization can
be used to solvAx = b:

° ‘ Compute a partial solutio‘n
If ICNTL(26)=0 then the solve is performed on the internal problem:

A171x1 = bl.

Entries in the right-hand side corresponding to indicesfthe Schur matrix need not be set on
entry and they are explicitly set to zero on output.

. ‘ Solve the complete system in three st}aps

Lii O Ui U, T (b
(e )% %) () =(%)

1. ‘ Reduction/condensation pha{se

One can compute with ICNTL(26)=1, the intermediateector, in whichy, is often referred
to as the reduced/condensed right-hand-side.

Lix O Y1 b1
) — 5
(e o) (n) -(0) ®
Then one has to solve

Uy U, x o Y
(% %) () =(n)

2. ‘ Using Schur matri*:

The Schur matrix is an output of the factorisation phases thé responsabiltiy of the user to
computezs such thaSzs = y».

3. | Expansion phasg

Givenz2 andyi, option ICNTL(26)=2 of the solve phase can be used to compyteNote
that the package uses computed (and stored in thrumpsstructure) during the first step
(ICNTL(26)=1) and that the complete solutieris provided on output.

Note that the Schur complement could be considered as aret@ontribution to the interface block
in a domain decomposition approaddUMP$ould then be used to solve this interface problem using
the element entry functionality.



2.6 Arithmetic versions

Several versions of the packaygJMP%re available:REAL DOUBLE PRECISIONCOMPLEXand
DOUBLE COMPLEX
To compile all or any particular version, please refer torthet README of the MUMPS sources.
This document applies to all four arithmetics. In the follogywe use the conventions below:

1. the ternreal is used forREALor DOUBLE PRECISION
2. the termcomplexis used fotCOMPLEXr DOUBLE COMPLEX

2.7 The working host processor

The analysis phase is performed on the host processor. Ttiggsor is the one with rank 0 in the
communicator provided tMUMPSBY setting the variable PAR to 1 (see Section 4\UMPallows the
host to participate in computations during the factormatind solve phases, just like any other processor.
This allowsMUMPSo run on a single processor and prevents the host processay iolle during the
factorization and solve phases (as would be the case for BARMe thus generally recommend using a
working host processor (PAR=1).

The only case where it may be worth using PAR=0 is with a lag&ralized matrix on a purely
distributed architecture with relatively small local menytoPAR=1 will lead to a memory imbalance
because of the storage related to the initial matrix on tt&. ho

2.8 Sequential version

It is possible to usélUMPSequentially by limiting the number of processors to oné the link phase
still requires the MPI, BLACS, and ScaLAPACK libraries ar tuser program needs to make explicit
calls toMPI_INIT andMPI_FINALIZE .

A purely sequential version dMMUMP$s also available. For this, a special library is distrilaliteat
provides all external references neededMiyMPSor a sequential environmentMUMPSan thus be
used in a simple sequential program, ignoring everythitated to parallelism or MPI. Details on how
to build a purely sequential version BRUMP @re available in the file README available in tMUMPS
distribution. Note that for the sequential version, the ponent PAR must be set to 1 (see Section 4.3)
and that the calling program should not make use of MPI.

2.9 Shared memory version

On networks of SMP nodes (multiprocessor nodes with a shawedory), a parallel shared memory
BLAS library (also called multithread BLAS) is often proed by the manufacturer. Using shared
memory BLAS (between 2 and 4 threads per MPI process) camghbi#isantly more efficient than running
with only MPI processes. For example on a computer with 2 Skifea and 16 processors per node, we
advise to run using 16 MPI processes with 2 threads per MRgs0

2.10 Out-of-core facility

Controlled b, a preliminary out-of-core facility is available in bothgeeential and parallel
environments. In this version only the factors are writterdisk during the factorization phase and
will be read each time a solution phase is requested. Ourriexpe is that on a reasonably small
number of processors this can significantly reduce the mgmsguirement while not increasing much
the factorization time. The extra cost of the out-of-corattiee is thus mainly during the solve phase.

3 Sequence in which routines are called
In the following, we use the notatig8DCZ]MUMPSo refer toDMUMPSMUMPZMUMP8r CMUMPS

for REAL DOUBLE PRECISIONCOMPLEX¥NdDOUBLE COMPLEXrsions, respectively. Similarly
[SDCZ]MUMPSSTRUC refers to either SMUMPSTRUC DMUMPSTRUGC CMUMPSTRUC



or ZMUMPSTRUGC and [sdczlmumps _struc.h  to smumpsstruc.h , dmumpsstruc.h
cmumpsstruc.h  orzmumpsstruc.h

In the Fortran 90 interface, there is a single user callablbraitine per arithmetic,
called [SDCZ]JMUMPS that has a single parametenumpspar of Fortran 90 derived datatype
[SDCZ]MUMPSSTRUCdefined in [sdczlmumpstruc.h. The interface is the same for the sequential
version, only the compilation process and libraries neednaaged. In the case of the parallel version,
MPI must be initialized by the user before the first call$® CZ]MUMPSs made. The calling sequence
for theDOUBLE PRECISIONersion may look as follows:

INCLUDE ’'mpif.h’
INCLUDE ’'dmumps_struc.h’

INTEGER IERR
TYPE (DMUMPS_STRUC) :: mumps_par

CALL MPL_INIT(IERR) I Not needed in purely sequential versi on
CALL DMUMPS( mumps_par )

CALL MPI_FINALIZE(IERR) ! Not needed in purely sequential v ersion

For other arithmetics, dmumpsstruc.h should be replaced bysmumpsstruc.h
cmumpsstruc.h , or zmumpsstruc.h , and the’D’ in DMUMPSnd DMUMPSTRUC by
'S, C or'Z

The variablenumpspar of datatypg SDCZ]JMUMPSSTRUCholds all the data for the problem. It
has many components, only some of which are of interest taghe The other components are internal
to the package. Some of the components must only be definebdeonost. Others must be defined
on all processors. The filsdczlmumps _struc.h  defines the derived datatype and must always
be included in the program that caMUMPSThe file [sdczlmumps _root.h , which is included in
[sdczlmumps _struc.h , must also be available at compilation time. Componenthefstructure
[SDCZ]MUMPSSTRUGCNhat are of interest to the user are shown in Figure 1.

The interface toMUMPSonsists in calling the subroutinEDCZ]MUMPSwith the appropriate
parameters set imumpspar .



INCLUDE ’[sdcz]mumps_root.h’
TYPE [SDCZ]JMUMPS_STRUC
SEQUENCE
C INPUT PARAMETERS

[ O —————
C Problem definition
S —
C Solver (SYM=0 Unsymmetric, SYM=1 Sym. Positive Definite, SYM=2 General Symmetric)
C Type of parallelism (PAR=1 host working, PAR=0 host not wor king)
INTEGER SYM, PAR, JOB
C Control parameters
S ——

INTEGER ICNTL(40)

real CNTL(15)
INTEGER N ! Order of input matrix

C Assembled input matrix : User interface

C
INTEGER NZ
real/complex, DIMENSION(:), POINTER :: A
INTEGER, DIMENSION(:), POINTER :: IRN, JCN

C Case of distributed matrix entry

C
INTEGER NZ_loc
INTEGER, DIMENSION(:), POINTER :: IRN_loc, JCN_loc
real/complex, DIMENSION(:), POINTER :: A _LOC

C Unassembled input matrix: User interface

C
INTEGER NELT
INTEGER, DIMENSION(:), POINTER :: ELTPTR, ELTVAR
real/lcomplex, DIMENSION(:), POINTER :: A _ELT

C MPI Communicator and identifier

C
INTEGER COMM, MYID

C Ordering and scaling, if given by user (optional)

C
INTEGER, DIMENSION(:), POINTER :: PERM_IN
real/complex, DIMENSION(:), POINTER :: COLSCA, ROWSCA

C INPUT/OUTPUT data : right-hand side and solution

[ O —
real/complex, DIMENSION(:), POINTER :: RHS, REDRHS
real/complex, DIMENSION(:), POINTER :: RHS _SPARSE
INTEGER, DIMENSION(:), POINTER :: IRHS_SPARSE, IRHS_PTR
INTEGER NRHS, LRHS, NZ_RHS, LSOL_LOC, LREDRHS
real/complex, DIMENSION(:), POINTER :: SOL _LOC
INTEGER, DIMENSION(:), POINTER :: ISOL_LOC

C OUTPUT data and Statistics

C --—--

INTEGER, DIMENSION(:), POINTER :: SYM_PERM, UNS_PERM
INTEGER INFO(40)
INTEGER INFOG(40) ! Global information (host only)

real RINFO(20)
real RINFOG(20) ! Global information (host only)

C Schur
INTEGER SIZE_SCHUR, NPROW, NPCOL, MBLOCK, NBLOCK
INTEGER SCHUR_MLOC, SCHUR_NLOC, SCHUR_LLD
INTEGER, DIMENSION(:), POINTER :: LISTVAR_SCHUR

real/complex DIMENSION(:), POINTER :: SCHUR

C Mapping if provided by MUMPS
INTEGER, DIMENSION(:), POINTER : MAPPING

C Version number
CHARACTER(LEN=46) VERSION_NUMBER

C Name of file to dump a problem in matrix market format
CHARACTER(LEN=255) WRITE_PROBLEM

C Out-of-core

CHARACTER(LEN=63) :: OOC.PREFIX
CHARACTER(LEN=255) :: OOC.TMPDIR

END TYPE [SDCZ]MUMPS_STRUC

Figure 1: Main  components of thgqy structurdSDCZJMUMPSSTRUC defined in
[sdczlmumps _struc.h . real/complex qualifies parameters that are real in the real version and
complex in the complex version, wheregsal is used for parameters that are always real, even in the
complex version oMUMPS



4 Input and output parameters

In this section, we describe the components of the variablampspar of datatype
[SDCZ]MUMPSSTRUC Those components define the argumentsMildMPShat must be set by
the user, or that are returned to the user.

4.1 \Version number

mumpspar%/ERSION_NUMBER (string) is set byMUMP$o the version number of MUMPS after a
call to the initialization phase (JOB=-1).

4.2 Control of the three main phases: Analysis, Factorizatin, Solve

mumpspar%JOB (integer) must be initialized by the user on all processefsie a call taAMUMPS
It controls the main action taken BYUMPSt is not altered byMUMPS

JOB = -1 initializes an instance of the package. A call with J&B-1 must be performed before
any other call to the package on the same instance. It seasltieélues for other components of
MUMPSTRUC(such as ICNTL, see below), which may then be altered befabsexjuent calls
to MUMPSNote that three components of the structure must alwaysbéysthe user (on all
processors) before a call with JGB-1. These are

e mumpspar%COMM,
e mumpspar%SYM, and
e mumpspar%PAR.

Note that, after a call to JOB —1, the internal component mumpsar%MY D contains the rank of
the calling processor in the communicator provideMtdMPST hus, the test “(mumppar%MYID
==0)" may be used to identify the host processor (see Se2tion

Furthermore, the version number is returned in mupaLLVERSIONNUMBER (see
Section 4.1).

JOB = -2 destroys an instance of the package. All data structssesceated with the instance, except
those provided by the user in mumpar, are deallocated. It should be called by the user onlynwhe
no further calls tdMUMP$vith this instance are required. It should be called befdi@ather JOB
= —1 call with the same argument mumpar.

JOB=1 performs the analysis. In this phaskJMP8hooses pivots from the diagonal using a selection
criterion to preserve sparsity. It uses the pattermof- A but ignores numerical values. It
subsequently constructs subsidiary information for theenical factorization (a JOB=2 call).

An option exists for the user to input the pivotal sequen@N{TL(7)=1, see below) in which case
only the necessary information for a JOB=2 call will be geted.

The numerical values of the original matrix, mumpasr%A, must be provided by the user during
the analysis phase only if ICNTL(6) is set to a value betwean@7. See ICNTL(6) in Section 5
for more details.

MUMPSises the pattern of the matriX input by the user. In the case afcentralized matrixthe
following components of the structure defining the matrikgra must be set by the user only on
the host:

e mumpspar%N, mumpgpar%NZ, mumpgpar%IRN, and mumppar%JCN if the user wishes
to input the structure of the matrix @mssembled formaCNTL(5)=0 and ICNTL(18)# 3)
(see Section 4.5),

e mumpspar%N, mumppar%NELT, mumppar%ELTPTR, and mumpgar%ELTVAR if the
user wishes to input the matrix elemental formafl CNTL(5)=1) (see Section 4.6).

These components should be passed unchanged when laiteg tadl factorization (JOB=2) and
solve (JOB=3) phases.
In the case o& distributed assembled matrigee Section 4.7 for more details and options),

11



e IfICNTL(18) =1 or 2, the previous requirements hold excépttiRN and JCN are no longer
required and need not be passed unchanged to the factomnipdiase.
e IfICNTL(18) = 3, the user should provide
— mumpspar%N on the host
— mumpspar%NZloc, mumpspar%IRNloc and mumpgar%JCNIoc on all slave
processors. Those should be passed unchanged to theZatitnri(JOB=2) and solve
(JOB=3) phases.

A call to MUMP®iith JOB=1 must be preceded by a call with J&B-1 on the same instance.

JOB=2 performs the factorization. It uses the numericaleslof the matrixA provided by the user
and the information from the analysis phase (JOB=1) to faztdhe matrixA.

If the matrix is centralizea@n the host (ICNTL(18)=0), the pattern of the matrix shouddgassed
unchanged since the last call to the analysis phase (seel)OtBe following components of the
structure define the numerical values and must be set by #rg(ms the host only) before a call
with JOB=2:
e mumpspar%A if the matrix is in assembled format (ICNTL(5)=0), or
e mumpspar%A ELT if the matrix is in elemental format (ICNTL(5)=1).
If the initial matrix is distributed ICNTL(5)=0 and ICNTL(18)# 0), then the following
components of the structure must be set by the user on ak glencessors before a call with
JOB=2:
e mumpspar%A loc on all slave processors, and
e mumpspar%NZloc, mumpspar%IRNIoc and mumpgpar%JCNIloc if ICNTL(18)=1 or 2.
(For ICNTL(18)=3, NZloc, IRN_loc and JCNIoc have already been passed to the analysis
step and must be passed unchanged.)
(See Sections 4.5, 4.6, and 4.7.)
The actual pivot sequence used during the factorization shghtly differ from the sequence
returned by the analysis if the matri is not diagonally dominant.
An option exists for the user to input scaling vectors or M/MPScompute such vectors
automatically (in arrays COLSCA/ROWSCA, ICNTL(8) 0, see Section 4.8).
A call to MUMP®iith JOB=2 must be preceded by a call with JOB=1 on the santarios.

JOB=3 performs the solution. It can also be used (see ICNA))L({@® compute the null space basis
provided that “null pivot row” detection (ICNTL(24)) was and that the number of null pivots
INFOG(28) was different from 0. It uses the right-hand s&I& provided by the user and the
factors generated by the factorization (JOB=2) to solvestesy of equationA X = Bor ATX =
B. The pattern and values of the matrix should be passed ugetasince the last call to the
factorization phase (see JOB=2). The structure componentpapar%RHS must be set by the
user (on the host only) before a call with JOB=3. (See Se«ib8.)

A call to MUMPSvith JOB=3 must be preceded by a call with JOB=2 (or JOB=4)ensame
instance.

JOB=4 combines the actions of JOB=1 with those of JOB=2. ktrhe preceded by a call MUMPS
with JOB= -1 on the same instance.

JOB=5 combines the actions of JOB=2 and JOB=3. It must beedeztby a call tb/UMP®ith JOB=1
on the same instance.

JOB=6 combines the actions of calls with JOB=1, 2, and 3. ktrhe preceded by a call MUMP ®iith
JOB= -1 on the same instance.

Consecutive calls with JOB=2,3,5 on the same instance ashje.
4.3 Control of parallelism

mumpsparCOMM (integer) must be set by the user on all processors beforaittaization phase
(JOB= -1) and must not be changed. It must be set to a valid MPI coriwaian that will be used
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for message passing insidJMPSt is not altered byMUMPSThe processor with rank 0 in this
communicator is used IYUMP @s thehost processor. Note that only the processors belonging to
the communicator should calUMPS

mumpspar%PAR (integer) must be initialized by the user on all processarsia accessed BMUMPS
only during the initialization phase (JOB —1). It is not altered byMUMPSnd its value is
communicated internally to the other phases as requireskilBle values for PAR are:

0 host is not involved in factorization/solve phases
1 host is involved in factorization/solve phases

Other values are treated as 1.

If PAR is set to 0, the host will only hold the initial probleerform symbolic computations during
the analysis phase, distribute data, and collect reswoits fither processors. If setto 1, the host will
also participate in the factorization and solve phasesdfiitial problem is large and memory is
an issue, PAR = 1 is not recommended if the matrix is centrdln processor 0 because this can
lead to memory imbalance, with processor 0 having a largenangload than the other processors.
Note that setting PAR to 1, and using only 1 processor, leadssequential code.

4.4 Matrix type

mumpspar%SYM (integer) must be initialized by the user on all processord & accessed by
MUMPSnly during the initialization phase (JOB -1). It is not altered byMUMPSIts value
is communicated internally to the other phases as requitesisible values for SYM are:

0 A is unsymmetric
1 A is symmetric positive definite
2 A is general symmetric

Other values are treated as 0. For the complex version, the &' M=1 is currently treated as
SYM=2. We do not have a version for Hermitian matrices in teisase oMUMPS

4.5 Centralized assembled matrix input: ICNTL(5)=0 and ICNTL(18)=0

mumpspar%N (integer), mumppar%NZ (integer), mumppar%IRN (integer array pointer, dimension
NZ), mumpspar%JCN (integer array pointer, dimension NZ), and muwpg$ocA (eal/complex
array pointer, dimension NZ) hold the matrix in assemblethfit. These components should be set
by the user only on the host and only when ICNTL(5)=0 and ICKB)=0; they are not modified
by the package.

e N is the order of the matriA, N > 0. It is not altered bMUMPS
e NZis the number of entries being input, NZ0. Itis not altered b UMPS

e |IRN, JCN are integer arrays of length NZ containing the rodt @slumn indices, respectively,
for the matrix entries.

e Ais areal (complexin the complex version) array of length NZ. The user must &) £
the value of the entry in row IRN(k) and column JCN(k) of thetrxa A is accessed when
JOB=1 only when ICNTL(6)£ 0. Duplicate entries are summed and any with IRN(k) or
JCN(K) out-of-range are ignored.
Note that, in the case of the symmetric solver, a diagonakemru;; is held as A(K)=:,
IRN(K)=JCN(k)=, and a pair of off-diagonal nonzeras; = a;; is held as A(k)=;; and
IRN(K)=¢, JCN(k)= or vice-versa. Again, duplicate entries are summed andesntvith
IRN(K) or JCN(K) out-of-range are ignored.

The components N, NZ, IRN, and JCN describe the pattern ofrthatix and must be set by
the user before the analysis phase (JOB=1). Component A lmeuset before the factorization
phase (JOB=2) or before analysis (JOB=1) if a numericalnaegssing option is requestetl £
ICNTL(6) < 7).
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4.6 Element matrix input: ICNTL(5)=1 and ICNTL(18)=0

mumpspar%N (integer), mumppar%NELT (integer), mumppar%ELTPTR (integer array pointer,
dimension NELT+1), mumppar%ELTVAR (integer array pointer, dimension ELTPTR(NELI)
— 1), and mumppar%AELT (real/complex array pointer) hold the matrix in elemental format.
These components should be set by the user only on the hoehgndthen ICNTL(5)=1:

N is the order of the matriXA, N > 0. Itis not altered bMUMPS

NELT is the number of elements being input, NELTO. It is not altered bMUMPS

ELTPTR is an integer array of length NELT+1. ELTPTR()) paimd the position in ELTVAR
of the first variable in element j, and ELTPTR(NELT+1) mustdat to the position after the
last variable of the last element. Note that ELTPTR(1) sthdnd equal to 1. ELPTR is not
altered byMUMPS

ELTVAR is an integer array of length ELTPTR(NELT+1) — 1 and shie set to the lists
of variables of the elements. It is not altered My MPSThose for element j are stored in
positions ELTPTR()), ..., ELTPTR(j+1)-1. Out-of-rangeriedles are ignored.

A_ELT is areal (complexin the complex version) array. IV, denotes ELTPTR(p+1)—
ELTPTR(p), then the values for element j are stored in pmsstis; + 1, ..., K + L;, where

- K; =317 Np? andL; = N;? in the unsymmetric case (SYM = 0)
- Kj = S (Ny - (Np +1))/2, and L = (N - (N; + 1))/2 in the symmetric case

(SYM #£ 8). 1OnIy the lower triangular part is stored.
Values within each element are stored column-wise. Valeesesponding to out-of-range
variables are ignored and values corresponding to duplicatiables within an element are
summed. AELT is not accessed when JOB = 1. Note that, although the eliinaatrix may

be symmetric or unsymmetric in value, its structure is asvgymmetric.

The components N, NELT, ELTPTR, and ELTVAR describe thegratof the matrix and must
be set by the user before the analysis phase (JOB=1). ComipAnELT must be set before the
factorization phase (JOB=2). Note that, in the currentasdeof the package, the element entry
must be centralized on the host.

4.7 Distributed assembled matrix input: ICNTL(5)=0 and ICNTL(18)+#0

When the matrix is in assembled form (ICNTL(5)=0), we offevaral options to distribute the matrix,
defined by the control parameter ICNTL(18) described iniad. The following components of the
structure define the distributed assembled matrix inpuy®re valid for nonzero values of ICNTL(18),
otherwise the user should refer to Section 4.5.

mumpspar%N (integer), mumppar%NZ (integer), mumppar%IRN (integer array pointer, dimension
NZ), mumpspar%JCN (integer array pointer, dimension NZ), murpps%IRNloc (integer array
pointer, dimension NZoc), mumpspar%JCNIoc (integer array pointer, dimension N#Zc),
mumpspar%A.loc (real/complexarray pointer, dimension Nlbc), and mumpgpar%eMAPPING
(integer array, dimension NZ).

N is the order of the matriA, N > 0. It must be set on the host before analysis. It is not
altered byMUMPS

NZ is the number of entries being input in the definitionAfNZ > 0. It must be defined on
the host before analysis if ICNTL(18) = 1, or 2.

IRN, JCN are integer arrays of length NZ containing the roa eslumn indices, respectively,
for the matrix entries. They must be defined on the host befoadysis if ICNTL(18) = 1, or
2. They can be deallocated by the user just after the analysis

NZ_loc is the number of entries local to a processor. It must el on all processors in
the case of the working host model of parallelism (PAR=1} an all processors except the
host in the case of the non-working host model of parallel{®#aR=0), before analysis if
ICNTL(18) = 3, and before factorization if ICNTL(18) = 1 or 2.
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e |IRN_loc, JCNloc are integer arrays of length N&c containing the row and column indices,
respectively, for the matrix entries. They must be definedbprocessors if PAR=1, and
on all processors except the host if PAR=0, before analydiSNTL(18) = 3, and before
factorization if ICNTL(18) =1 or 2.

e A_loc is areal (complexin the complex version) array of dimension N@c that must be
defined before the factorization phase (JOB=2) on all psmrssif PAR = 1, and on all
processors except the host if PAR = 0. The user must sktck) to the value in row
IRN_loc(k) and column JCNoc(k).

e MAPPING is an integer array of size NZ which is returned MYMPSn the host after
the analysis phase as an indication of a preferred mappil@NTL(18) = 1. In that case,
MAPPING(i) = IPROC means that entry IRN(i), JCN(i) shoulddrevided on processor with
rank IPROC in theMUMPS®ommunicator. Remark that MAPPING is allocatedMyYMPS
and not by the user. It will be freed during a callNbJMP8vith JOB = -2.

We recommend the use of options ICNTL(18)= 2 or 3 becauseatethe simplest and most flexible
options. Furthermore, those options (2 or 3) are in gendmabst as efficient as the more sophisticated
(but more complicated for the user) option ICNTL(18)=1.

4.8 Scaling

mumpspar%COLSCA, mumpspar¥ROWSCA (double precision array pointers, dimension N) are
optional, respectively column and row scaling arrays nemlionly by the host. If a scaling is
provided by the user (ICNTL(8F —1), these arrays must be allocated and initialized by tee us
on the host, before a call to the factorization phase (JOB¥Rey might also be automatically
allocated and computed by the package during analysis (WTIE6)=5 or 6), in which case
ICNTL(8) = -2 will be set by the package during analysis and should bsegagnchanged to
the solve phase (JOB=3).

4.9 Given ordering: ICNTL(7)=1

mumpspar¥PERM_IN (integer array pointer, dimension N) must be allocated aitéhlized by the
user on the host if ICNTL(7)=1. It is accessed during thesial(JOB=1) and PERMN(i), i=1,
..., N'must hold the position of variable i in the pivot ordbiote that, even when the ordering is
provided by the user, the analysis must still be performédrberumerical factorization.

4.10 Schur complement with reduced (or condensed) right-had side:
ICNTL(19) and ICNTL(26)

mumpspar¥SIZE_SCHUR (integer) must be initialized on the host to the number oialdes defining
the Schur complement if ICNTL(19) = 1, 2, or 3. Itis accessadrd) the analysis phase and should
be passed unchanged to the factorization and solve phases.

mumpsparISTVAR _SCHUR (integer array pointer, dimension mumpar%SIZE_SCHUR) must
be allocated and initialized by the user on the host if ICNI®)(= 1, 2 or 3. It is not altered by
MUMPSLt is accessed during analysis (JOB=1) and LISTVBRHUR(i), i=1, ..., SIZESCHUR
must hold the'" variable of the Schur complement matrix.

Centralized Schur complement (ICNTL(19)=1)

mumpspar%SCHUR is areal (complexin the complex version) 1-dimensional pointer array that
should point to size SIZESCHUR x SIZE_.SCHUR locations in memory. It must be allocated
by the user on the host (independently of the value of mupgr86PAR) before the factorization
phase. On exit, it holds the Schur complement matrix. Onuidtpm the factorization phase, and
on the host node, the 1-dimensional pointer array SCHURngjtleSIZESCHUR*SIZESCHUR
holds the (dense) Schur matrix of order SIBEHUR. Note that the order of the indices in the
Schur matrix is identical to the order provided by the userd8TVAR_SCHUR and that the Schur
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matrix is storedy rows. If the matrix is symmetric then only the lower triangulartpaf the Schur
matrix is provided y rows) and the upper part is not significant. (This can also be Weagthe
upper triangular part stored by columns in which case thetqart is not defined.)

Distributed Schur complement (ICNTL(19)=2 or 3)

For symmetric matrices, the value of ICNTL(19) controls e only the lower part (ICNTL(19) =
2) or the complete matrix (ICNTL(19) = 3) is generated. Weas provide the complete matrix for
unsymmetric matrices so either value for ICNTL(19) has thae effect.

If ICNTL(19)=2 or 3, the following parameters should be defin on the host on

‘ entry to the analysis pha#e

mumpsparyNPROW, mumpspar¥NPCOL, mumpspar¥dMBLOCK , and mumpgpar¥&NBLOCK
are integers corresponding to the characteristics of a 2Bkbtyclic grid of processors. They
should be defined on the host before a call to the analysigeplfaany of these quantities is smaller
than or equal to zero or has not been defined by the user, orRIOVPx NPCOL is larger than
the number of slave processors available (total numberaxfgssors if mumppar%PAR=1, total
number of processors minus 1 if mumpar%PAR=0), then a grid shape will be computed by the
analysis phase dilUMP&nd NPROW, NPCOL, MBLOCK, NBLOCK will be overwritten on exit
from the analysis phase. Please refer to [11] (for examplenbre details on the notion of grid of
processors and on 2D block cyclic distributions. We briefigatibe the meaning of the four above
parameters here:

NPROW is the number of processors in a row of the process grid,

NPCOL is the number of processors in a column of the proceds gr

MBLOCK is the blocking factor used to distribute the rows leé tSchur complement,

NBLOCK is the blocking factor used to distribute the colunafishe Schur complement.

As in ScaLAPACK, we use a row-major process grid of processtivat is, process ranks (as

provided toMUMPSn the MPI communicator) are consecutive in a row of the psscerid.

NPROW, NPCOL, MBLOCK and NBLOCK should be passed unchanget the analysis phase
to the factorization phase.

‘On exit from the analysis pha#sethe following two components are set BJUMPSn the first

NPROW x NPCOL slave processors (the host is excluded if PAR=0 anchtbeessors with largest
MPI ranks in the communicator provided iUMP $ay not be part of the grid of processors).

mumpspar%SCHUR_MLOC is an integer giving the number of rows of the local Schur cemgnt
matrix on the concerned processor. It is equal to MAX(1,NUMKRSIZESCHUR, MBLOCK,
myrow;, 0, NPROW)), where
¢ NUMROC is an INTEGER function defined in most ScaLAPACK impkntations (also used
internally by theMUMP $ackage),
e SIZE SCHUR, MBLOCK, NPROW have been defined earlier, and
e myrowis defined as follows:
Let myid be the rank of the calling process in the communicator COMMigled toMUMPS
(myidcan be returned by the MPI routihdPI_COMMRANK)
— if PAR = 1 myrowis equal tomyid/ NPCOL,
— if PAR = 0 myrowis equal to(myid— 1) / NPCOL.
Note that an upperbound of the minimum value of leading dsien(SCHURLLD defined below)
is equal to ((SIZESCHUR+MBLOCK-1)/MBLOCK+NPROW-1)/NPROW*MBLOCK.
mumpsparSCHUR_NLOC is an integer giving the number of columns of the local Schur
complement matrix on the concerned processor. It is equaNUMROC(SIZESCHUR,
NBLOCK, mycol| 0, NPCOL), where
e SIZE.SCHUR, NBLOCK, NPCOL have been defined earlier, and
e mycolis defined as follows:
Let myidbe the rank of the calling process in the communicator COMWidgied toMUMPS
(myidcan be returned by the MPI routihdPI_COMMRANK)
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— if PAR = 1 mycolis equal to MODfnyid, NPCOL),
— if PAR = 0 mycolis equal to MODfnyid— 1, NPCOL).

On entry to the factorization pha#(a]OB = 2), SCHURLLD should be defined by the user and
SCHUR should be allocated by the user on the NPRQWPCOL first slave processors (the host is
excluded if PAR=0 and the processors with largest MPI rankfié communicator provided tdUMPS
may not be part of the grid of processors).

mumpspar%SCHUR_LLD is an integer defining the leading dimension of the local $cbhmplement
matrix. It should be larger or equal to the local number ofsaf that matrix, SCHURMLOC
(as returned bMUMP®n exit from the analysis phase on the processors that ipaticin the
computation of the Schur). SCHURLD is not modified byMUMPS

mumpspar%SCHUR is areal (complexin the complex version) one-dimensional pointer array that
should be allocated by the user before a call to the factiiwizgphase. Its size should be at
least equal to SCHURLD x (SCHURNLOC - 1) + SCHURMLOC, where SCHURMLOC,
SCHURNLOC, and SCHURLLD have been defined above. On exit to the factorization @has
the pointer array SCHUR contains the Schur complementedtby columns, in the format
corresponding to the 2D cyclic grid of NPROWNPCOL processors, with block sizes MBLOCK
and NBLOCK, and local leading dimensions SCHWRD.
The Schur complement is stored by columns. Note that seftiR€OL x NPROW = 1
will centralize the Schur complement matrigtored by columnginstead of by rows as in the
ICNTL(19)=1 option). It will then be available on the hostd®if PAR=1, and on the node with
MPI identifier 1 (first working slave processor) if PAR=0.
If ICNTL(19)=2 and the Schur is symmetric (SYM=1 or 2), only the lower trianig provided,
stored by columns.

If ICNTL(19)=3 and the Schur is symmetric (SYM=1 or 2), then both the lowed apper
triangles are provided, stored by columns. Note that if ICKBP)=3, then the constraint
mumpspar%MBLOCK = mumpspar%NBLOCK should hold.

(For unsymmetric matrices, ICNTL(19)=2 and ICNTL(19)=3%&ahe same effect.)

Using partial factorization during solution phase (ICNTL(26)=0, 1 or 2)

As explained in Section 2.5, when a Schur complement hasdmeputed during the factorization phase,
then either the solution phase computes a solution on tleeniait problem (ICNTL(26)=0, see control
parameter ICNTL(26)), or the complete problem can use acestitigh-hand side to build the solution of
the problem on the Schur variables (ICNTL(26)=1 and ICNH){2).

If ICNTL(26)=1 or 2, then the following parameters must bdimed on the host on entry to the
solution step:

mumpspar?d REDRHS is an integer defining the leading dimension of the reducglht-fiand side,
REDRHS. It must be larger or equal to SIZEZHUR, the size of the Schur complement.

mumpspar¥REDRHS is areal (complexin the complex version) one-dimensional pointer array that
should be allocated by the user before entering the solptiase. Its size should be at least equal
to LREDRHSx (NRHS-1)+ SIZESCHUR. If ICNTL(26)=1, then on exit from the solution phase,
REDRHS(i+(k-1)*LREDRHS), i=1,..., SIZESCHUR, k=1,..., NRHS will hold the reduced
right-hand side. If ICNTL(26)=2, then REDRHS(i+(k-1)*LRIRHS), i=1, ..., SIZESCHUR,
k=1, ..., NRHS must be set (on entry to the solution phase) to theisoloh the Schur variables.
In that case (ie, ICNTL(26)=2), it is not altered MUMPS

4.11 Out-of-core (ICNTL(22)# 0)

The decision to use the disk to store the matrix of factorogrolled by ICNTL(22) (ICNTL(22)£ 0
implies out-of-core). Only the value on the host node isifiicamt.

Both mumpspar©OOC_TMPDIR and mumpsar%OC_PREFIX can be provided by the user
(on each processor) to control respectively the directdmgne the out-of-core files will be stored and

17



the prefix of those files. If not provided, the /tmp directorifl e tried and file names will be chosen
automatically.

It is also possible to provide the directory and filename préfirough environment variables.
If mumpspar%eOOCTMPDIR is not defined, then MUMPS checks for the environmeatiable
MUMPS_.OOCTMPDIR. If not defined, then the directory /tmp is attemptedSimilarly, if
mumpspar%OOCPREFIX is not defined, then MUMPS checks for the environmeatiable
MUMPS_OOC PREFIX. If not defined, then MUMPS chooses the filename auticaiby.

4.12 Workspace parameters

The memory required to run the numerical phases is estinduedg the analysis. The size of the
workspace required during numerical factorization depem algorihtmic parameters such as the in-
core/out-of-core strategies (ICNTL(22)) and the memoltsgx@tion parameter ICNTL(14).

Two main integer and real/complex workarrays that hold dies;t active frontal matrices, and
contribution blocks are allocated internally. Note thaiam from these two large work arrays, other
internal work arrays exist (for example, internal commatiin buffers in the parallel case, or integer
arrays holding the structure of the assembly tree).

As a first general approach, we advise the user to rely on theatns provided during the analysis
phase. If the user wants to increase the allocated workgpgueally, numerical pivoting that leads to
extra storage, or previous call to MUMPS that failed becafiselack of allocated memory), we describe
in the following how the size of the workspace can be corgrbll

e The memory relaxation parameter ICNTL(14) is designed mirobthe increase, with respect to the
estimations performed during analysis, in the size of theksmace allocated during the numerical
phase.

e The user can also provide the size of the total memory ICN3)L{Rat the package is allowed to
use internally. ICNTL(23) is expressed in Megabytes pecessor. If ICNTL(23) is provided,
ICNTL(14) is still used to relax the integer workspace anthednternal buffers. That memory
is subtracted from ICNTL(23); what remains determines the ef the main (and most memory-
consuming) real/complex array holding the factors andksthcontribution blocks.

At the end of the analysis phase, the following estimatiohshe memory required to run the
numerical phases are provided (for the given or defaultevaifithe memory relaxation parameter
ICNTL(14)):

e INFO(15) returns the minimum size in Megabytes to run the exiical phases (factorisation/solve)

. (The maximum and sum over all processors are returnedagiggly in INFOG(16) and
INFOG(17)).

e INFO(17) provides an estimation (in Megabytes) of the mimmtotal memory required to run
the numerical phas. (The maximum and sum over all processors are returned
respectively in INFOG(26) and INFOG(27)).

Note that those memory estimations can be used as lower baureh the user wants to explicitly control
the memory used (see description of ICNTL(23)).

4.13 Right-hand side and solution vectors/matrices

The formats of the right-hand side and of the solution ardrotied by ICNTL(20) and ICNTL(21),
respectively.

Centralized dense right-hand side (ICNTL(20)=0) and/or catralized dense solution
(ICNTL(22)=0)

If ICNTL(20)=0 or ICNTL(21)=0, the following should be defd on the host.
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mumpspar¥RHS (real/complex array pointer, dimension NRHE&_RHS) is areal (complexin the
complex version) array that should be allocated by the usén@host before a call tdUMPSith
JOB=3, 5, or 6.
On entry, if ICNTL(20)=0, RHS(i+(k-1XLRHS) must hold the i-th component &th right-hand
side vector of the equations being solved.
On exit, if ICNTL(21)=0, then RHS(i+(k-2}LRHS) will hold the i-th component of théth
solution vector.

mumpspar¥dNRHS (integer) is an optional parameter that is significant ontbst before a call to
MUMPSvith JOB = 3, 5, or 6. If set, it should hold the number of rigfatad side vectors. If not
set, the value 1 is assumed to ensure backward compatitiitihe MUMP $hterface with versions
prior to 4.3.3. Note that if NRHS> 1, then functionalities related to iterative refinement anar
analysis (see ICNTL(10) and ICNTL(11) are currently disabl

mumpspar?dRHS (integer) is an optional parameter that is significant onttbst before a call to
MUMPS&vith JOB=3, 5, or 6. If NRHS is provided, LRHS should then htild leading dimension
of the array RHS. Note that in that case, LRHS should be grédze or equal to N.

Sparse right-hand side (ICNTL(20)=1)

If ICNTL(20)=1, the following input parameters should bdided on the host only before a callttUMPS
with JOB=3, 5, or 6:

mumpspar¥NZ_RHS (integer) should hold the total number of non-zeros in al tight-hand side
vectors.

mumpspar¥dNRHS (integer), if set, should hold the number of right-hand sidetors. If not set, the
value 1 is assumed.

mumpspar¥RHS_SPARSE (real/complex array pointer, dimension NRHS) should hold the
numerical values of the non-zero inputs of each right-haael wector. See also IRHBTR below.

mumpspardRHS _SPARSE((integer array pointer, dimension NRHS should hold the indices of the
variables of the non-zero inputs of each right-hand sidéovec

mumpspardRHS_PTR is an integer array pointer of dimension NRHS+1. IRABR
is such that the i-th right-hand side vector is defined by iBn-nero row indices
IRHS_SPARSE(IRHSPTR(i)...IRHSPTR(i+1)-1) and the corresponding  numerical
values RHSSPARSE(IRHSPTR())...IRHSPTR(i+1)-1). Note that IRH$TR(1)=1 and
IRHS_PTR(NRHS+1)=NZRHS+1.

Note that, if the right-hand side is sparse and the solutieeintralized (ICNTL(21)=0), then
mumpsparRHS should still be allocated on the host, as explained in theipue section. On exit
from a call toMUMP®&ith JOB=3, 5, or 6, it will hold the centralized solution.

Distributed solution (ICNTL(21)=1)

On some networks with low bandwidth, and especially whemettzge many right-hand side vectors,
centralizing the solution on the host processor might bestlycpart of the solution phase. If this is

critical to the user, this functionality allows the solutito be left distributed over the processors. The
solution should then be exploited in its distributed formthg user application.

mumpspar%SOL_LOC is areal/complex array pointer, of dimension LSQLOCxNRHS (where
NRHS corresponds to the value provided in murpps%NRHS on the host), that should be
allocated by the user before the solve phase (JOB=3) onakpsors in the case of the working
host model of parallelism (PAR=1), and on all processorepithe host in the case of the non-
working host model of parallelism (PAR=0). Its leading dim®n LSOLLOC should be larger
than or equal to INFO(23), where INFO(23) has the value netiroy MUMP®n exit from the
factorization phase. On exit from the solve phase, S@IC(i+(k-1)x LSOL_LOC) will contain
the value corresponding to variable IS@DC(i) in the k*" solution vector.
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mumpspar?d.SOL _LOC (integer). LSOLLOC must be set to the leading dimension of SOQC
(see above) and should be larger than or equal to INFO(23renNFO(23) has the value returned
by MUMP®n exit from the factorization phase.

mumpspardSOL _LOC (integer array pointer, dimension INFO(23)) IS@OC should be allocated
by the user before the solve phase (JOB=3) on all processtiie case of the working host model
of parallelism (PAR=1), and on all processors except the inahe case of the non-working host
model of parallelism (PAR=0). ISQLOC should be of size at least INFO(23), where INFO(23)
has the value returned BYUMP8n exit from the factorization phase. On exit from the solkage,
ISOL_LOC(i) contains the index of the variables for which the siolu (in SOLLOC) is available
on the local processor. Note that if successive calls todhe phase (JOB=3) are performed for a
given matrix, ISOLLOC will have the same contents for each of these calls.

Note that if the solution is kept distributed, then functbties related to error analysis and iterative
refinement (see ICNTL(10) and ICNTL(11)) are currently nadikable.

4.14 Writing a matrix to a file

mumpsparAVRITE _-PROBLEM (string) can be set by the user before the analysis phase=U)0B
order to write the matrix passed MUMP $to the file “WRITE.PROBLEM”. This only applies to
assembled matrices and the format used to write the mattieiématrix market” format If the
matrix is distributed, then each processor must initia¢lRI TE_.PROBLEM. Each processor will
then write its share of the matrix in a file whose name is “WRIFROBLEM” appended by the
rank of the processor in the communicator passeédud/PNote that WRITEPROBLEM should
include both the path and the file name.

5 Control parameters

On exit from the initialization call (JOB= —1), the control parameters are set to default values. If the
user wishes to use values other than the defaults, the pondig entries in mumppar%ICNTL and
mumpspar%CNTL should be reset after this initial call and befdre ¢all in which they are used.

mumpspar?dCNTL is an integer array of dimension 40.

ICNTL(1) is the output stream for error messages. If it isaieg or zero, these messages will be
suppressed. Default value is 6.

ICNTL(2) is the output stream for diagnostic printing, &tts, and warning messages. If it is negative
or zero, these messages will be suppressed. Default value is

ICNTL(3) is the output stream for global information, called on the host. If it is negative or zero,
these messages will be suppressed. Default value is 6.

ICNTL(4) is the level of printing for error, warning, and diaostic messages. Maximum value is 4 and
default value is 2 (errors and warnings printed). Possialaes are
e < 0: No messages output.
e 1: Only error messages printed.
: Errors, warnings, and main statistics printed.
: Errors and warnings and terse diagnostics (only first tdries of arrays) printed.
: Errors and warnings and information on input and outpuhipaters printed.

A WDN

ICNTL(5) has default value 0 and is only accessed by the hu$toaly during the analysis phase. If
ICNTL(5) = 0, the input matrix must be given in assembled fatin the structure components N,
NZ, IRN, JCN, and A (or NZloc, IRN_loc, JCNloc, A_loc, see Section 4.7). If ICNTL(5) = 1, the
input matrix must be given

N, NELT, ELTPTR, ELTVAR, and AELT.

1Seehttp://math.nist.gov/MatrixMarket/
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ICNTL(6) has default value 7 (automatic choice done by thekpge) and is used to control an option
for permuting and/or scaling the matrix. It is only accedsgthe host and only during the analysis
phase. For unsymmetric matrices, if ICNTL(6)=1, 2, 3, 4, B 6olumn permutation (based on
weighted bipartite matching algorithms described in [¥) Is applied to the original matrix to get
a zero-free diagonal. For symmetric matrices, if ICNTL(B)2, 3, 4, 5, 6, the column permutation
is not applied but it can be used to determine a set of recomerHnx 1 and2 x 2 pivots (see [17]
for more details).

Possible values of ICNTL(6) are:

e 0: No column permutation is computed.

e 1: The permuted matrix has as many entries on its diagonalitges The values on the
diagonal are of arbitrary size.

e 2: The permutation is such that the smallest value on theodegf the permuted matrix is
maximized.

e 3: Variant of option 2 with different performance.

e 4 : The sum of the diagonal entries of the permuted matrixdihputation was applied) is
maximized.

e 5: The product of the diagonal entries of the permuted méfrpermutation was applied) is
maximized. Vectors are computed (and stored in COLSCA and/BOA, only if ICNTL(8)
is setto -2 or 77) to scale the matrix. In case the matrix isatiffely permuted (unsymmetric
matrix) then the nonzero diagonal entries in the permutedixare one in absolute value and
all the off-diagonal entries less than or equal to one in ebswalue.

e 6: Similar to 5 but with a different algorithm.

e 7 : Based on the structural symmetry of the input matrix andttan availability of the
numerical values, the value of ICNTL(6) is automaticallpsén by the software.

Other values are treated as 0.

Except for ICNTL(6)=0, 1 or 7, the numerical values of thegoral matrix, mumpspar%A, must
be provided by the user during the analysis phase. If thexiagymmetric positive definite (SYM
= 1), orin elemental format (ICNTL(5)=1), or the ordering i®pided by the user (ICNTL(7)=1),
or the Schur option (ICNTL(19)= 1, 2, or 3) is required, or the matrix is initially distribate
(ICNTL(18) # 0), then ICNTL(6) is treated as 0.

‘ On unsymmetric matricqs(SYM = 0), the user is advised to set ICNTL(6) to a nonzero value
when the matrix is very unsymmetric in structure. On outpatrf the analysis phase, when the
column permutation is not the identity, the pointer mumps%UNSPERM (internal data valid
until a call toMUMPSvith JOB=-2) provides access to the permutation. (The colpermutation

is such that entry;; .. ;) is on the diagonal of the permuted matrix.) Otherwise, thatpois
unassociated.

‘ On general symmetric matric#@YM = 2), we advise either to lelUMPSelect the strategy
(ICNTL(6) = 7) or to set ICNTL(6)= 5 if the user knows that the matrix is for example an
augmented system (which is a system with a large zero didbtwek). On output from the analysis
the pointer mumppar%UNSPERM is unassociated.

On output from the analysis phase, INFOG(23) holds the vafuENTL(6) that was effectively
used.

ICNTL(7) has default value 7 and is only accessed by the hudtoaly during the analysis phase. It
determines the pivot order to be used for the factorizatidote that, even when the ordering is
provided by the user, the analysis must be performed beforerical factorization. In exceptional
cases, ICNTL(7) may be modified lUMPSvhen the ordering is not compatible with the value
of ICNTL(12). Possible values are:

e 0: Approximate Minimum Degree (AMD) [2] is used,

e 1: the pivot order should be set by the user in PERMIn this case, PERMN(i), (i=1, ...
N) holds the position of variable i in the pivot order.

e 2: Approximate Minimum Fill (AMF) is used,
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3: SCOTCH [25] is used (if previously installed by the user).
e 4: PORD [27] is used,

5 : the METIS [23] package is used (if previously installed by the user),

6 : Approximate Minimum Degree with automatic quasi-dens® detection (QAMD) is
used.

e 7 : Automatic choice by the software during analysis phashis Thoice will depend on
the ordering packages made available, on the matrix (typesee), and on the number of
processors.

Other values are treated as 7. Currently, options 3, 4 and brdy available if the corresponding
packages are installed (see comments in the Makefiles tdUB1P%now about them). If the
packages are not installed then options 3, 4 and 5 are traaféd

e [f the user asks for a Schur complement matrix and the matrssembled then only options
0, 1, 5 and 7 are currently available. Other options aredrtas 7.

. For| elemental matricels(ICNTL(5)=1), only options 0, 1, 5 and 7 are available, witftion
7 leading to an automatic choice between AMD and METIS (oytid or 5); other values are
treated as 7. Furthermore, if the user asks for a Schur congpiematrix, only options 0, 1
and 7 are currently available. Other options are treatedvelsich will (currently) be treated
as 0 (AMD).

Generally, with the automatic choice corresponding to ICN)=7, the option chosen by
the package depends on the ordering packages installedtypleeof matrix (symmetric or
unsymmetric), the size of the matrix and the number of pramss

For matrices with relatively dense rows, we highly recomecheption 6 which may significantly
reduce the time for analysis.

On output, the pointer mumpgsar%SYMPERM provides access to the symmetric permutation
that is effectively used by the MUMPS package, and INFOGg§7he ordering option that was
effectively used. (mumppar%SYMPERM(), (i=1, ... N) holds the position of variable i in the
pivot order.)

ICNTL(8) has default value 77. It is used to describe theisgatrategy and is only accessed by the
host.
‘ On entry to the analysis phaFdaf ICNTL(8) = 77, then an automatic choice of the scalingiopt
is performed during the analysis and ICNTL(8) is modifiedaadingly. In particular, if ICNTL(8)
is set to -2 by the user or reset to -2 by the package duringtilgsis, scaling arrays are computed
internally and will be ready to be used by the factorizatibage.

‘ On entry to the factorization pha#seif ICNTL(8) =-1, scaling vectors must be provided in
COLSCA and ROWSCA by the user, who is then responsible focating and freeing them, if

ICNTL(8) = -2, scaling vectors must be provided in COLSCA and ROWSCAbypackage (see

previous paragraph). If ICNTL(8) = 0, no scaling is perfodnand arrays COLSCA/ROWSCA
are not used. If ICNTL(8)> 0O, the scaling arrays COLSCA/ROWSCA are allocated and ctadpu
by the package during the factorization phase.

‘ Possible values of ICNTL(Q)are listed below:

e -2: Scaling computed during analysis (see [15, 16] for treyammetric case and [17] for the
symmetric case).

e -1: Scaling provided on entry to the numerical factorizatihase,
e 0: No scaling applied/computed.
1: Diagonal scaling,
e 2: Scaling based on [12],
3

e 3: Column scaling,

2Seehttp://gforge.inria.fr/projects/scotch/ to obtain a copy.
3Distributed within MUMPS by permission of J. Schulze (Unisigy of Paderborn).
4Seehttp://glaros.dtc.umn.edu/gkhome/metis/metis/overvi ewto obtain a copy.
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: Row and column scaling,

: Scaling based on [12] followed by column scaling,

: Scaling based on [12] followed by row and column scaling.

: Simultaneous row and colum iterative scaling based ohg@é [8].

e 77 (analysis only) : Automatic choice of scaling value dongrdy analysis.

If the input matrix is symmetric (SYM 0), then only options -2, -1, 0, 1, 7 and 77 are allowed and
other options are treated as O; if ICNTL®)—1, the user should ensure that the array ROWSCA is
equal to (or points to the same location as) the array COLSf2Ae input matrix is in elemental
format (ICNTL(5) = 1), then only options —1 and O are allowexd @ther options are treated as 0.
If the initial matrix is distributed (ICNTL(18} 0 and ICNTL(5) = 0), then only options 7 and 77
are allowed, otherwise no scaling is applied. If ICNTL)-2 then the user has to provide the
numerical values of the original matrix (mumpai%A) on entry to the analysis.

ICNTL(9) has default value 1 and is only accessed by the hagtgl the solve phase. If ICNTL(9) =1,
Ax = bis solved, otherwiseA”x = b is solved.

ICNTL(10) has default value 0 and is only accessed by the #ioshg the solve phase. If NRHS
= 1, then ICNTL(10) corresponds to the maximum number of stfpiterative refinement. If
ICNTL(10) < 0, iterative refinement is not performed.

In the current version, if ICNTL(21)=1 (solution kept dibuted) or NRHS> 1, then iterative
refinement is not performed and ICNTL(10) is treated as O.

ICNTL(11) has default value 0 and is only accessed by the &odtonly during the solve phase. A
positive value will return statistics related to the linsgstem solved4Ax = bor ATx = b
depending on the value of ICNTL(9)): the infinite norm of thpuit matrix, the computed solution,
and the scaled residual in RINFOG(4) to RINFOG(6), respelti a backward error estimate in
RINFOG(7) and RINFOG(8), an estimate for the error in thesoh in RINFOG(9), and condition
numbers for the matrix in RINFOG(10) and RINFOG(11). Se® &@gction 2.3. Note that if
performance is critical, ICNTL(11) should be kept equal toRnally, note that, in the current
version, if NRHS> 1 or if ICNTL(21)=1 (solution vector kept distributed) themror analysis is
not performed and ICNTL(11) is treated as O.

ICNTL(12) is meaningful only on general symmetric matri¢€¥M = 2) and its default value is 0
(automatic choice). For unsymmetric matrices (SYM=0) ansyetric definite positive matrices
(SYM=1) all values of ICNTL(12) are treated as 1 (nothing eprit is only accessed by the host
and only during the analysis phase. It defines the orderiatesty (see [17] for more details) and
is used, in conjunction with ICNTL(6), to add constraintsthe ordering algorithm. (ICNTL(7)
option). Possible values of ICNTL(12) are :

[ ]
~N O O b

e 0: automatic choice

e 1: usual ordering (nothing done)

e 2: ordering on the compressed graph associated with théxmatr
e 3: constrained ordering, only available WAMF(ICNTL(7)=2).

Other values are treated as 0. ICNTL(12), ICNTL(6), ICNTL{alues are strongly related.
Therefore, as for ICNTL(6), if the matrix is in elemental it (ICNTL(5)=1), or the ordering
is provided by the user (ICNTL(7)=1), or the Schur optionNM.(19) # 0) is required, or the
matrix is initially distributed (ICNTL(18)~ 0) then ICNTL(12) is treated as one.

If MUMPSletects some incompatibility between control parametees it uses the following
rules to automatically reset the control parameters. IFIt€&INTL(12) has a lower priority than
ICNTL(7) so that if ICNTL(12)= 3 and the ordering required is né&MFthen ICNTL(12)
is internally treated as 2. Secondly ICNTL(12) has a higheoripy than ICNTL(6) and
ICNTL(8). Thus if ICNTL(12)= 2 and ICNTL(6) was not active (ICNTL(6)=0) then ICNTL(6)
is automatically reset (treated as ICNTL(6)=7). Furthemmd ICNTL(12) = 3 then ICNTL(6) is
automatically set to 5 and ICNTL(8) is set to -2.

On output from the analysis phase, INFOG(24) holds the vVfuENTL(12) that was effectively
used. Note that INFOG(7) and INFOG(23) hold the values of TC¥) and ICNTL(6)
(respectively) that were effectively used.
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ICNTL(13) has default value 0 and is only accessed by thedwritg the analysis phase. If ICNTL(13)
< 0, ScaLAPACK will be used for the root frontal matrix (lastHsic complement to be factored)
if its size is larger than a machine-dependent minimum sif&therwise (ICNTL(13)> 0),
ScaLAPACK will not be used and the root node will be treategusatially. Processing the root
sequentially can be useful when the user is interested iménga of the matrix (see INFO(12) and
INFOG(12)), or when the user wants to detect null pivots (E8¢TL(24)).

This parameter also controls splitting of the root frontatrix. If the number of working processors
is strictly larger than ICNTL(13) with ICNTL(13}0 (ScaLAPACK off), then splitting of the root
node is performed, in order to automatically recover pathefparallelism lost because the root
node was processed sequentially. Finally, setting ICNB)L(a& -1 will force splitting of the root
node in all cases (even sequentially), while values syrathaller than -1 will be treated as 0.

Note that, although ICNTL(13) controls the efficiency of tfaetorization and solve phases,
preprocessing work is performed during analysis and thisopmust be set on entry to the analysis
phase.

ICNTL(14) is accessed by the host both during the analysisttaa factorization phases. It corresponds
to the percentage increase in the estimated working spaben\ignificant extra fill-in is caused
by numerical pivoting, larger values of ICNTL(14) may heketthe real/complex working space
more efficiently. Except in special cases, the default v&du20 (which corresponds to a 20 %
increase).

ICNTL(15-17) Not used in current version.

ICNTL(18) has default value 0 and is only accessed by thedwritg the analysis phase, if the matrix
format is assembled (ICNTL(5) = 0). ICNTL(18) defines theastgy for the distributed input
matrix. Possible values are:

e 0: the input matrix is centralized on the host. This is thexdif see Section 4.5.

e 1: the user provides the structure of the matrix on the hostnatysis, MUMPSeturns a
mapping and the user should then provide the matrix digetbaccording to the mapping on
entry to the numerical factorization phase.

e 2: the user provides the structure of the matrix on the hosnatysis, and the distributed
matrix on all slave processors at factorization. Any digttion is allowed.

e 3: user directly provides the distributed matrix input bfithanalysis and factorization.

For options 1, 2, 3, see Section 4.7 for more details on thetfoptput parameters tdUMP SFor
flexibility, options 2 or 3 are recommended.

ICNTL(19) has default value 0 and is only accessed by the Hasihg the analysis phase. If
ICNTL(19)=1, then the Schur complement matrix will be reted to the user on the host after
the factorization phase. If ICNTL(19)=2 or 3, then the Schilf be returned to the user on the
slave processors in the form of a 2D block cyclic distributeatrix (ScaLAPACK style). Values
not equal to 1, 2 or 3 are treated as 0. IF ICNTL(19) equals @t 3, the user must set on entry to
the analysis phase, on the host node:

e the integer variable SIZESCHUR to the size of the Schur matrix,
e the integer array pointer LISTVASCHUR to the list of indices of the Schur matrix.

For a distributed Schur complement (ICNTL(19)=2 or 3), thieger variables NPROW, NPCOL,
MBLOCK, NBLOCK may also be defined on the host before the aialyphase (default
values will otherwise be provided). Furthermore, workgpabould be allocated by the user
before the factorization phase in order MdiUMP3o0 store the Schur complement (see SCHUR,
SCHURMLOC, SCHURNLOC, and SCHURLLD in Section 4.10).

Note that the partial factorization of the interior variedblcan then be exploited to perform a solve
phase (transposed matrix or not, see ICNTL(9)). Note thatitiht-hand side (RHS) provided on
input must still be of size N (or Nk NRHS in case of multiple right-hand sides) even if only the
N-SIZE_.SCHUR indices will be considered and if only N-SIZEZHUR indices of the solution
will be relevant to the user.

Finally, since the Schur complement is a partial factorzatof the global matrix (with
partial ordering of the variables provided by the user), fbidowing options of MUMPSare
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incompatible with the Schur option: maximum transversegliag, iterative refinement, error
analysis. If the ordering is given (ICNTL(7)=1) then the léwling property should hold:
PERM.IN(LISTVAR _SCHUR(i)) = N-SIZESCHURH+i, for i=1,SIZESCHUR.

ICNTL(20) has default value 0 and is only accessed by the Wdosing the solve phase. If
ICNTL(20)=0, the right-hand side must be given in dense forthme structure component RHS. If
ICNTL(20)=1, then the right-hand side must be given in spéwam using the structure components
IRHS_SPARSE, RHSSPARSE, IRHSPTR and NZRHS. Values different from 0 and 1 are treated
as 0. (See Section 4.13).

ICNTL(21) has default value 0 and is only accessed by thedhostg the solve phase. If ICNTL(21)=0,
the solution vector will be assembled and stored in the straccomponent RHS, that must have
been allocated earlier by the user. If ICNTL(21)=1, the Botuvector is kept distributed at the
end of the solve phase, and will be available on each slav@psor in the structure components
ISOL_loc and SOLloc. ISOLloc and SOLloc must then have been allocated by the user and
must be of size at least INFO(23), where INFO(23) has beemrret by MUMPS at the end of the
factorization phase. Values of ICNTL(21) different fromifdal are currently treated as 0.

Note that if the solution is kept distributed, error anadyand iterative refinement (controlled by
ICNTL(10) and ICNTL(11)) are not applied.

ICNTL(22) has default value 0 and controls the in-core/ @idtore (OOC) facility. It must be set on
the host before the factorization phase. Possible valees ar

e 0: In core factorization and solution phases (default steshdersion).
e 1: Out of core factorization and solve phases. The complateixof factors is written to disk
(see Section 4.11).

ICNTL(23) has default value 0. It can be provided by the us#r@beginning of the factorization phase
and is only significant on the host. It corresponds to the mari size of the working memory in
MegaBytes that MUMPS can allocate per working processbeoflers all internal integer and real
(complex in the complex version) workspace.)

If ICNTL(23) is greater than 0 then MUMPS automatically cartgs the size of the internal
workarrays such that the storage for all MUMPS internal da¢gjual to ICNTL(23). The relaxation
ICNTL(14) is first applied to the internal integer workarréy and to communication and /O
buffers; the remaining available space is given to the meaid fnost critical) real/complex internal
workarray S holding the factors and the stack of contribubitocks. A lower bound of ICNTL(23)
(if ICNTL(14) has not been modified since the analysis) iegiby INFOG(26).

If ICNTL(23) is left to its default value O then each procesadll allocate workspace based on
the estimates computed during the analysis (INFO(17) ifTC{L4) has not been modified since
analysis, or larger if ICNTL(14) was increased). Note thase estimates are accurate in the
sequential version dfIUMPSbut that they can be inaccurate in the parallel case, espeftr the
out-of-core version. Therefore, in parallel, we recommendse ICNTL(23) and provide a value
significantly larger than INFOG(26).

ICNTL(24) has default value 0 and controls the detectionrafllpivot rows”.  Null pivot rows are
modified to enable the solution phase to provide one solwimong the possible solutions of
the numerically deficient matrix. Note that the list of rowdices corresponding to null pivots
is returned on the host in PIVNULIST(1:INFOG(28)). The solution phase (JOB=3) can then be
used to either provide a “regular” solution (in the senseitha a possible solution of the complete
system when the right-hand-side belongs to the span of figenak matrix) or to compute the
associated vectors of the null-space basis (see ICNTL(P®gsible values of ICNTL(24) are:

e 0 Nothing done. A null pivot will result in error INFO(1)=-10
e 1 Null pivot row detection; CNTL(3) is used to compute theestrold to decide that a pivot
row is “null”. The parameter CNTL(5) then defines the fixattbat will be used to enable the
solution phase to provide a possible solution to the origigatem.
Other values are treated as 0. Note that when ScalLAPACK iBealppn the root node (see
ICNTL(13)), then exact null pivots on the root will stop thacforization (INFO(1)=-10) while
tiny pivots on the root node will still be factored. SettifgNTL(13) to a non-zero value will help
with the correct detection of null pivots but degrade parfance.
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ICNTL(25) has default value 0 and is only accessed by thedhastg the solution phase. It allows the
computation of a null space basis, which is meaningful onfya Zzero-pivot detection option was
requested (ICNTL(243 0) during the factorization and if the matrix was found to lefident
(INFOG(28)> 0); Possible values of ICNTL(25) are:

e 0 A normal solution step is performed. If the matrix was fowigular during factorization
then one possible solution is returned.

e ;with 1 < i < INFOG(28). The i-th vector of the null space basis is comgute
e -1. The complete null space basis is computed.
e Other values result in an error.

Note that when vectors from the null space are requesteld deattralized and distributed solutions
options can be used. In both cases space to store the nudl gpetors must be allocated by the
user and provided to MUMPS. If the solution is centralizedNI'L(21)=0), then the null space
vectors are returned to the user in the array RHS, allocatedebuser on the host. If the solution
is distributed (ICNTL(21)=1), then the null space vectoms @turned in the array SQLOC. In
both cases, note that the number of columns of RHS or 8OC must be equal to the number of
vectors requested, so that NRHS is equal to:

e 1if1 <ICNTL(25) < INFOG(28);
e INFOG(28) if ICNTL(25)=-1.

Finally, note that iterative refinement, error analysig] #re option to solve the transpose system
(ICNTL(9)) are ignored when the solution step is used torreteectors from the null space
(ICNTL(25) # 0).

ICNTL(26) has default value 0 and is only accessed by the Hoshg the solution phase. It is
only significant if combined with the Schur option (ICNTL({1% O, see above). It can be
used to condense/reduce (ICNTL(26)=1) the right-hand sidthe Schur variables, or to expand
(ICNTL(26)=2) the Schur local solution on the complete iolu (see Section 2.5).

If ICNTL(26) # 0, then the user should provide workspace in the pointey ®EEDRHS, as well
as a leading dimension LREDRHS (see Section 4.10).

If ICNTL(26)=1 then only a forward substitution is performed. The solutorresponding to the
‘internal” (non-Schur) variables is returned togetherhviite reduced/condensed right-hand-side.
The reduced right-hand side is made available on the hosSEIDHS.

If ICNTL(26)=2 then REDRHS is considered to be the solution correspontiinthe Schur
variables. The backward substitution is then performedti tie given right-hand side to compute
the solution associated with the "internal” variables. @&lttat the solution corresponding to the
Schur variables is also made available in the main solutamtor/matrix.

Values different from 1 and 2 are treated as 0. Note that if ctmuScomplement was computed,
ICNTL(26) = 1 or 2 results in an error. Finally, if ICNTL(26) £ or 2, then error analysis and
iterative refinements are disabled.

ICNTL(27) Experimental parameter subject to change in next relediseontrols the blocking factor
for multiple right-hand-sides during the solution phaseinfluences both the memory used (see
INFOG(30-31)) and the solution time. (Larger values of IQNA7) leads to larger memory
requirements). Its tuning can be critical when the factaes aritten on disk (out-of core,
ICNTL(22)= 1). A negative value indicates that automatic setting isqreréd be the solver.
Default value is -8 and zero is treated as one.

ICNTL(28-40) are not used in the current version.

mumpspar%CNTL is areal (alsoreal in the complex version) array of dimension 5.

CNTL(1) is the relative threshold for numerical pivotingt i$ only accessed by the host during
the factorization phase. It forms a trade-off between pu@sg sparsity and ensuring numerical
stability during the factorization. In general, a largetueaof CNTL(1) increases fill-in but leads
to a more accurate factorization. If CNTL(1) is nonzero, eudcal pivoting will be performed. If
CNTL(1) is zero, no such pivoting will be performed and thérswtine will fail if a zero pivot
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is encountered. If the matrix is diagonally dominant, thettisg CNTL(1) to zero will decrease
the factorization time while still providing a stable deqmwsition. On unsymmetric or general
symmetric matrices, CNTL(1) has default value 0.01. Formeatric positive definite matrices
numerical pivoting is suppressed and the default valueis\alues less than 0.0 are treated as 0.0.
In the unsymmetric case (respectively symmetric caseliegagireater than 1.0 (respectively 0.5)
are treated as 1.0 (respectively 0.5).

CNTL(2) is the stopping criterion for iterative refinememidais only accessed by the host during the
solve phase. LeBerr = max; W [10]. Iterative refinement will stop when either the
required accuracy is reacheBdrr < CNTL(2) ) or the convergence rate is too sloB®drr does
not decrease by at least a factor of 5). Default valugdsvheree holds the machine precision and

depends on the arithmetic version.

CNTL(3) is only used combined with null pivot detection (ICN(24) = 1) and is not used otherwise.
CNTL(3) has default value -1.0 and is only accessed by thechogg the numerical factorization
phase. A pivot is considered to be null if its row/column isafler thanthres x || Al|, where
thres=CNTL(3) if CNTL(3) > 0. If CNTL(3) < 0, thenthres = ¢ x 107° x || A||, wheree holds
the machine precision, is used.

CNTL(4) determines the threshold for static pivoting. Ibidy accessed by the host, and must be set
either before the factorization phase, or before the aitaplsase. It has default value -1.0. If
CNTL(4) < 0.0 static pivoting is not activated. If CNTL(4} 0.0 static pivoting is activated and
the magnitude of small pivots smaller than CNTL(4) will beé ®eCNTL(4). If CNTL(4) = 0.0
static pivoting is activated and the threshold value uset¢isrmined automatically.

CNTL(5) is the fixation for null pivots and is effective onlyh&n null pivot detection is active
(ICNTL(24) = 1). CNTL(5) has default value 0.0 and is only accessed by ts tiuring the
numerical factorization phase. If CNTL(5) O the detected null pivot is set to CNTL(%)||A||.
Furthermore, the sign of the pivot is preserved in the matlifimgonal entry. If CNTL(5K O,
then the pivot row (except the pivot) is set to zero and thetpss/set to one. In symmetric case, the
pivot column (except the pivot) is also set to 0.

CNTL(6-15) are not used in the current version.

6 Information parameters

The parameters described in this section are returnedlBiIP%nd hold information that may be of
interest to the user. Some of the information is local to gaclcessor and some only on the host. If an
error is detected (see Section 7), the information may benipdete.

6.1 Information local to each processor

The arrays mumppar¥RINFO and mumpspar?dNFO are local to each process.
mumpsparRINFO is a double precision array of dimension 20. It contains thikoving local
information on the execution a1IUMPS

RINFO(1) - after analysis: The estimated number of floapogit operations on the processor for the
elimination process.

RINFO(2) - after factorization: The number of floating-poimperations on the processor for the
assembly process.

RINFO(3) - after factorization: The number of floating-poimperations on the processor for the
elimination process.

RINFO(4) - RINFO(20) are not used in the current version.

mumpspar?dNFO is an integer array of dimension 40. It contains the follayiacal information on
the execution oMUMPS
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INFO(1) is O if the call toMUMPSvas successful, negative if an error occurred (see Secjioar7
positive if a warning is returned.

INFO(2) holds additional information about the error or tharning. If INFO(1)= -1, INFO(2) is the
processor number (in communicator munga%COMM) on which the error was detected.

INFO(3) - after analysis: Estimated size of the real/compigace needed on the processor to store the
factors in memory if the factorization is performed in-cO@NTL(22)=0). If INFO(3) is negative,
then the absolute value correspondantilions of real/complex entries used to store the factor
matrices. If the user plans to perform an out-of-core fazétion (ICNTL(22)=1), then a rough
estimation of the size of the disk space in bytes of the filéttewr by the concerned processor
can be obtained by multiplying INFO(3) by 4, 8, 8, or 16 forgiaprecision, double precision,
single complex, and double complex arithmetics, respelgtivi he effective value will be returned
in INFO(9) (see below), but only after the factorization.

INFO(4) - after analysis: Estimated integer space needd@beprocessor for factors.
INFO(5) - after analysis: Estimated maximum front size omphocessor.

INFO(6) - after analysis: Number of nodes in the complete.tr&he same value is returned on all
processors.

INFO(7) - after analysis: Minimum estimated size of the maternal integer workarray IS to run the

numerical factorizatiohin-core .

INFO(8) - after analysis: Minimum estimated size of the nmiaternal real/complex workarray S to run
the numerical factorizatio. If negative, then the absolute value correspondsittions
of real/complex entries needed in this workarray. Note ithétiat case, because 32-bit integers are
used to address this workarray, integer overflows will octiuing the factorization and the solver
will fail. Please try increasing the number of processorslightly reduce ICNTL(14).

INFO(9) - after factorization: Size of the real/complex spaised on the processor to store the factor
matrices. In the case of an out-of-core execution (ICNT)£22, the disk space in bytes of the files
written by the concerned processor can be obtained by ryiftgpINFO(9) by 4, 8, 8, or 16 for
single precision, double precision, single complex, anabtkocomplex arithmetics, respectively.

INFO(10) - after factorization: Size of the integer spacedusn the processor to store the factor
matrices.

INFO(11) - after factorization: Order of the largest frdntaatrix processed on the processor.

INFO(12) - after factorization: Number of off-diagonal pt¢ selected on the processor if SYM=0 or
number of negative pivots on the processor if SYM=1 or 2. INTZ (13)=0 (the default), this
excludes pivots from the parallel root node treated by S¢A@K. (This means that the user
should set ICNTL(13)=1 or use a single processor in ordeetdlge exact number of off-diagonal
or negative pivots rather than a lower bound.) Note thatéonglex symmetric matrices (SYM=1
or 2), INFO(12) will be 0.

INFO(13) - after factorization: The number of postponedhétiation because of numerical issues.
INFO(14) - after factorization: Number of memory compresse

INFO(15) - after analysis: estimated size in Megabyteslafiaiking space to run the numerical phases
(factorisation/solve (ICNTL(22)=0 for the factorization).

INFO(16) - after factorization: total size (in millions of/tes) of allMUMP $ternal data used during
numerical factorization.

INFO(17) - after analysis: estimated size in Megabyteslafiatking space to run the numerical phases
(ICNTL(22)#0) with the default strategy.

INFO(18) - after factorization: local number of null pivatssulting from detected when ICNTL(24].

INFO(19) - after analysis: Estimated size of the main irdémteger workarray IS to run the numerical

factorizatio.

INFO(20) - after analysis: Estimated size of the main irdémeal/complex workarray S to run the

numerical factorizatiopout-of-core|.
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INFO(21) - INFO(22) are not used in the current version. Agets zero.

INFO(23) - after factorization: total number of pivots elitated on the processor. In the case of a
distributed solution (see ICNTL(21)), this should be usgdhe user to allocate solution vectors
ISOL loc and SOLloc of appropriate dimensions (ISALOC of size INFO(23), SOLLOC of size
LSOL_LOC x NRHS where LSOLLOC > INFO(23)) on that processor, between the factorization
and solve steps.

INFO(24) - after analysis: estimated humber of entries atdfies on the processor. If negative, then the
absolute value correspondsrtullions of entries in the factors. Note that in the unsymmetric case,
INFO(24)=INFO(3). In the symmetric case, however, INFQ(24NFO(3).

INFO(25) - after factorization: effective number of entria factors on the processor. If negative, then
the absolute value correspondsnidlions of entries in the factors. Note that in the unsymmetric
case, INFO(25)=INFO(9). In the symmetric case, howeveFMR5) < INFO(9).

INFO(26) - after solution: effective size in Megabytes of abrking space to run the solution
phase. (The maximum and sum over all processors are retuespdctively in INFOG(30) and
INFOG(31)).

INFO(27) - INFO(40) are not used in the current version.

6.2 Information available on all processors
The arrays mumppar%RINFOG and mumppar%INFOG :

mumpsparRINFOG is a double precision array of dimension 20. It contains tiwing global
information on the execution aiUMPS

RINFOG(1) - after analysis: The estimated number of floapogt operations (on all processors) for
the elimination process.

RINFOG(2) - after factorization: The total number of flogtipoint operations (on all processors) for
the assembly process.

RINFOG(3) - after factorization: The total number of flogtipoint operations (on all processors) for
the elimination process.

RINFOG(4) to RINFOG(11) - after solve with error analysisnl®returned if ICNTL(11)# 0. See
description of ICNTL(11).

RINFOG(12) - RINFOG(20) are not used in the current version.

mumpspar?dNFOG is an integer array of dimension 40. It contains the follayvijiobal information on
the execution oMUMPS

INFOG(1) is 0 if the call toMUMPSvas successful, negative if an error occurred (see Secjioor 7
positive if a warning is returned.

INFOG(2) holds additional information about the error a tharning.

The difference between INFOG(1:2) and INFO(1:2) is that@@G{1:2) is the same on all processors. It
has the value of INFO(1:2) of the processor which returneti thie most negative INFO(1) value. For
example, if processay returns with INFO(1)=-13, and INFO(2)=10000, then all athbeocessors will
return with INFOG(1)=-13 and INFOG(2)=10000, but still IBEL)=-1 and INFO(2)».

INFOG(3) - after analysis: Total (sum over all processostineated real/complex workspace to store
the factor matrices. If negative, then the absolute valueesponds tamillions of real/complex
entries used to store the factor matrices. If the user plapetform an out-of-core factorization
(ICNTL(22)=1), then a rough estimate of the total disk spacéytes (for all processors) can
be obtained by multiplying INFOG(3) (or its absolute valueltiplied by 1 million) by 4, 8,

8, or 16 for single precision, double precision, single claxpand double complex arithmetics,
respectively. The effective is returned in INFOG(9) (selWg, but only after the factorization.

INFOG(4) - after analysis: Total (sum over all processosg)neated integer workspace to store the
factor matrices
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INFOG(5) - after analysis: Estimated maximum front sizeni@a tomplete tree.
INFOG(6) - after analysis: Number of nodes in the complete.tr
INFOG(7) - after analysis: ordering option effectively dgsee ICNTL(7)).

INFOG(8) - after analysis: structural symmetry in percet((: symmetric, O : fully unsymmetric) of
the (permuted) matrix. (-1 indicates that the structurahsetry was not computed which will be
the case if the input matrix is in elemental form.)

INFOG(9) - after factorization: Total (sum over all procesy real/complex workspace to store
the factor matrices. If negative, then the absolute valueesponds to the size imillions of
real/complex entries used to store the factors. In case afiof-core factorization (ICNTL(22)=1,
the total disk space in bytes of the files written by all prgoes can be obtained by multiplying
INFOG(9) (or its absolute value multiplied by 1 million) by 8, 8, or 16 for single precision,
double precision, single complex, and double complex iauétics, respectively.

INFOG(10) - after factorization: Total (sum over all prosess) integer workspace to store the factor
matrices.

INFOG(11) - after factorization: Order of largest frontahtrix.

INFOG(12) - after factorization: Total number of off-diagg pivots if SYM=0 or total number of
negative pivots (real arithmetic) if SYM=1 or 2. If ICNTL()=30 (the default) this excludes pivots
from the parallel root node treated by ScaLAPACK. (This nsethat the user should set ICNTL(13)
to a positive value, say 1, or use a single processor in oodgettthe exact number of off-diagonal
or negative pivots rather than a lower bound.) Note that iIM&Y or 2, INFOG(12) will be 0 for
complex symmetric matrices.

INFOG(13) - after factorization: Total number of delayegiqis. A large number (more that 10% of
the order of the matrix) indicates numerical problems. iBgstrelated to numerical preprocessing
(ICNTL(6-8-12)) might then be modified by the user.

INFOG(14) - after factorization: Total number of memory quesses.
INFOG(15) - after solution: Number of steps of iterative mefnent.

INFOG(16) - after analysis: Estimated size (in million oftés) of all MUMP $hternal data for running
factorizatio (value on the most memory consuming processor).

INFOG(17) - after analysis: Estimated size (in millions gfds) of al MUMP $hternal data for running

factorization in core|(sum over all processors).

INFOG(18) - after factorization: Size in millions of bytesal MUMP$ternal data allocated during
factorization: value on the most memory consuming progesso

INFOG(19) - after factorization: Size in millions of bytes al MUMP$ternal data allocated during
factorization: sum over all processors.

INFOG(20) - after analysis: Estimated number of entrieshie factors. If negative the absolute
value corresponds taillions of entries in the factors. Note that in the unsymmetric case,
INFOG(20)=INFOG(3). In the symmetric case, however, INFQ@ < INFOG(3).

INFOG(21) - after factorization: Size in millions of byted memory effectively used during
factorization: value on the most memory consuming progesso

INFOG(22) - after factorization: Size in millions of byted memory effectively used during
factorization: sum over all processors.

INFOG(23) - After analysis: value of ICNTL(6) effectivelysad.
INFOG(24) - After analysis: value of ICNTL(12) effectivelsed.
INFOG(25) - After factorization : number of tiny pivots (nio@r of pivots modified by static pivoting)

INFOG(26-27) - after analysis: Estimated size (in milliaofsbytes) of allMUMPSnternal data for
running factorizatio (ICNTL(22)+# 0) for a given value of ICNTL(14) and for the
default strategy.

e ——(26) : max over all processors
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e ——(27) : sum over all processors

INFOG(28) - After factorization: number of null pivots enadered. See CNTL(3) for the definition of
a null pivot.

INFOG(29) - After factorization: effective number of ertsiin the factors (sum over all processors).
If negative, then the absolute value correspondsitbons of entries in the factors. Note that in
the unsymmetric case, INFOG(29)=INFOG(9). In the symmaetese, however, INFOG(29
INFOG(9).

INFOG(30-31) - after solution: Size in millions of bytes oemory effectively used during solution
phase:

e ——(30) : max over all processors
e ——(31) : sum over all processors

INFOG(32) - INFOG(40) are not used in the current version.

7 Error diagnostics

MUMP&ises the following mechanism to process errors that mayratming the parallel execution of
the code. If, during a call tMUMPSan error occurs on a processor, this processor informbheabther
processors before they return from the call. In parts of ddeavhere messages are sent asynchronously
(for example the factorization and solve phases), the gsmeon which the error occurs sends a message
to the other processors with a specific error tag. On the didued, if the error occurs in a subroutine that
does not use asynchronous communication, the procesqmgates the error to the other processors.

On successful completion, a callMIUMP il exit with the parameter mumppar%INFOG(1) set to
zero. A negative value for mumpgmsar%INFOG(1) indicates that an error has been detected @ofahe
processors. For example, if processaeturns with INFO(1)= —8 and INFO(2)=1000, then processor
ran out of integer workspace during the factorization amdsile of the workspace should be increased by
1000 at least. The other processors are informed aboutrtioisand return with INFO(1} -1 (i.e., an
error occurred on another processor) and INFO{Z)=., the error occurred on processdr Processors
that detected a local error, do not overwrite INFO(1), iomly processors that did not produce an error
will set INFO(1) to —1 and INFO(2) to the processor havingiest negative error code.

The behaviour is slightly different for INFOG(1) and INFQ( in the previous example, all
processors would return with INFOG(3 -8 and INFOG(2)=1000.

The possible error codes returned in INFO(1) (and INFOG{&yk the following meaning:

—1 An error occurred on processor INFO(2).

—2 NZis out of range. INFO(2)=NZ.

-3 MUMPSvas called with an invalid value for JOB. This may happen feanaple if the analysis
(JOB=1) was not performed before the factorization (JOB=#) the factorization was not
performed before the solve (JOB=3), or the initializatitrape (JOB=-1) was performed a second
time on an instance not freed (JOB=-2). See description BfisBection 3. This error also occurs
if JOB does not contain the same value on all processes ontettUMPS

—4 Error in user-provided permutation array PERNlin position INFO(2). This error occurs on the
host only.

-5 Problem of REAL workspace allocation of size INFO(2) durarlysis.
—6 Matrix is singular in structure.
—7 Problem of INTEGER workspace allocation of size INFO(2)idgranalysis.

—8 Main internal integer workarray IS too small for factoriost This may happen, for example, if
numerical pivoting leads to significantly more fill-in tharasvpredicted by the analysis. The user
should increase the value of ICNTL(14) before recallingf@orization (JOB=2).

—9 Main internal real/complex workarray S too small. The usengd increase the value of ICNTL(14)
before recalling the factorization (JOB=2), except if IQNZ3) is provided, in which case
ICNTL(23) should be increased.
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—10 Numerically singular matrix.

—11 Internal real/complex workarray S too small for solutiofed®e contact us.

—12 Internal real/complex workarray S too small for iteratieéimement. Please contact us.

—13 Error in a Fortran ALLOCATE statement. INFO(2) contains $iiee that the package requested.

—14 Internal integer workarray IS too small for solution. Se@etNFO(1)= -8.

—15 Integer workarray IS too small for iterative refinement and/rror analysis. See error INFO%)
-8.

—16 N is out of range. INFO(2)=N.

—17 The internal send buffer that was allocated dynamicallyMiyMP®n the processor is too small.
The user should increase the value of ICNTL(14) beforermgMUMP &gain.

—20 The internal reception buffer that was allocated dynarida MUMP& too small. INFO(2) holds
the minimum size of the reception buffer required (in bytd$)e user should increase the value of
ICNTL(14) before callingMUMP &gain.

—21 Value of PAR=0 is not allowed because only one processoragadle; RunninglUMP$n host-
node mode (the host is not a slave processor itself) reqaileast two processors. The user should
either set PAR to 1 or increase the number of processors.

—22 A pointer array is provided by the user that is either

e not associated, or
e has insufficient size, or
e is associated and should not be associated (for example o0RIH8n-host processors).

INFO(2) points to the incorrect pointer array in the tabléobe

INFO(2) array
1 IRN or ELTPTR
2 JCN or ELTVAR
3 PERM.IN
4 AorA_ELT
5 ROWSCA
6 COLSCA
7 RHS
8 LISTVAR_SCHUR
9 SCHUR
10 RHS SPARSE
11 IRHS_SPARSE
12 IRHS_PTR
13 ISOL.LOC
14 SOLLOC
15 REDRHS

—23 MPI was not initialized by the user prior to a callMiUMP8vith JOB= —1.
—24 NELT is out of range. INFO(2)=NELT.

—25 A problem has occurred in the initialization of the BLACS.iFmay be because you are using a
vendor’s BLACS. Try using a BLACS version from netlib instea

—26 LRHS is out of range. INFO(2)=LRHS.

—27 NZ_RHS and IRHSPTR(NRHS+1) do not match. INFO(2) = IRHSTR(NRHS+1).
—28 IRHS_PTR(1) is not equal to 1. INFO(2) = IRHBTR(1).

—29 LSOL_LOC is smaller than INFO(23). INFO(2)=LSQLOC.

—30 SCHURLLD is out of range. INFO(2) = SCHURLD.

—-31 A 2D block cyclic Schur complement is required with the optidCNTL(19)=3, but the
user has provided a process grid that does not satisfy thstreoit MBLOCK=NBLOCK.
INFO(2)=MBLOCK-NBLOCK.
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—32 Incompatible values of NRHS and ICNTL(25). Either ICNTLj2bas set to -1 and NRHS is
different from INFOG(28); or ICNTL(25) was set ip1 < i < INFOG(28) and NRHS is different
from 1. Value of NRHS is stored in INFO(2).

—33 ICNTL(26) was asked during solve phase but Schur compleme not computed during
factorization. INFO(2)=ICNTL(26).

—34 LREDRHS is out of range. INFO(2)=LREDRHS.

—35 Expansion phase was called (ICNTL(26) = 2) but reductionrsph@CNTL(26)=1) was not called
before.

—36 Incompatible values of ICNTL(25) and INFOG(28). Value oNTL(25) is stored in INFO(2).

—37 Factorization failed because the size of working array @estin a 32-bit integer, has overflowed.
INFO(2) * 1000000 gives the size that would have been needaudlcan try to decrease ICNTL(23)
or use 64-bit integers.

—90 Error in out-of-core management. See the error messagaeeton output unit ICNTL(1) for more
information.

A positive value of INFO(1) is associated with a warning naggswhich will be output on unit
ICNTL(2) when ICNTL(4)> 2.

+1 Index (in IRN or JCN) out of range. Action taken by subroutis¢o ignore any such entries and
continue. INFO(2) is set to the number of faulty entries. diletof the first ten are printed on unit
ICNTL(2).

+2 During error analysis the max-norm of the computed solutvas found to be zero.

+4 User data JCN has been modified (internally) by the solver.

+8 Warning return from the iterative refinement routine. Mdrart ICNTL(10) iterations are required.
+ Combinations of the above warnings will correspond to sungntihe constituent warnings.

8 Calling MUMPS from C

MUMPSs a Fortran 90 library, designed to be used from Fortran @ferahan C. However a basic C
interface is provided that allows users to ddiIUMP@irectly from C programs. Similarly to the Fortran
90 interface, the C interface uses a structure whose compongatch those in thelUMPStructure for
Fortran (Figure 1). Thus the description of the paramete8eictions 4 and 5 applies. Figure 2 shows the
C structurdSDCZ]JMUMPSSTRUCC. This structure is defined in the include fisglczlmumps _c.h

and there is one main routine per available arithmetic viighfollowing prototype:

void [sdczmumps_c([SDCZ]MUMPS_STRUC_C * idptr);

An example of callingdUMP&om C for a complex assembled problem is given in SectioB.1Dhe
following subsections discuss some technical issues thaeashould be aware of before using the C
interface toMUMPS

In the following, we suppose that has been declared of typ@DCZ]MUMPSSTRUCC.

8.1 Array indices

Arrays in C start atindex 0 whereas they normally start atBoiriran. Therefore, care must be taken when
providing arrays to the C structure. For example, the roviceslof the matrixd, stored iNRN(1:NZ)

in the Fortran version should be storedirin[0:nz-1] in the C version. (Note that the contents of
irn itself is unchanged with values between 1 and N.) One salutialeal with this is to define macros:

#define ICNTL( i ) icntll (i) - 1 ]
#define A( i) a[ (i) -1 ]
#define IRN( i ) im[ (i) -1 ]
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typedef struct

{
int sym, par, job;
int comm _fortran; / * Fortran communicator */
int icntl[40];
real cntl[15];
int n;
[+ Assembled entry  */
int nz; int *irn; int *jcn;  real/complex *a;
/ = Distributed entry * [

int nz _loc; int =irn _loc; int xjcn _loc;  real/lcomplex *a_loc;

/= Element entry */

int nelt; int * eltptr; int * eltvar; real/complex *a_elt;

/ = Ordering, if given by user */

int  *perm._in;

/= Scaling (input only in this version) */

real/complex * colsca; real/complex * rowsca;

/* RHS, solution, output data and statistics * [

real/complex *rhs, =xredrhs, *rhs _sparse, =sol _loc;

int irhs _sparse, xirhs _ptr, =*isol _loc;

int nrhs, Irhs, Iredrhs, nz rhs, Isol  _loc;

int info[40],infog[40];

real rinfo[20], rinfog[20];

int  *sym_perm, *uns_perm;

int * mapping;

[+ Schur =/ int size  _schur; int xlistvar  _schur; real/complex *schur;
int nprow, npcol, mblock, nblock, schur _lid, schur _mloc,schur _nloc;
/* Version number  */

char version _number[80];

char ooc _tmpdir[256], ooc _prefix[64]; char write _problem[256];
/ = Internal parameters * [

int instance _number;

} [SDCZ]MUMPSSTRUCC;

Figure 2: Definition of the C structufDCZ]MUMPSSTRUCC. real/complexis used for data that can
be either real or complexeal for data that stays reall¢at or double ) in the complex version.
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and then use the uppercase notation with parenthesisgthsfelowercase/brackets). In that case, the
notationid.IRN(l)  , wherel isin{ 1, 2, ... NZ can be used instead wf.irn[I-1] ; this notation
then matches exactly with the description in Sections 4 anehBre arrays are supposed to start at 1.

This can be slightly more confusing for element matrix infage Section 4.6), where some arrays
are used to index other arrays. For instance, the first valdtptr , eltptr[O] , pointing into
the list of variables of the first element mitvar , should be equal to 1. Effectively, using the
notation above, the list of variables for element= 1 starts at locatiofELTVAR(ELTPTR())) =
ELTVAR(eltptr[j-1]) = eltvar[eltptr[j-1]-1]

8.2 Issues related to the C and Fortran communicators

In general, C and Fortran communicators have a differerdtgla¢ and are not directly compatible.
For the C interfaceMUMPSequires a Fortran communicator to be provideddimomm _fortran

If, however, this field is initialized to the special value87®54, the Fortran communicator
MPI_COMMVORLIX used by default. If you need to cMlUMP8ased on a smaller number of processors
defined by a C subcommunicator, then you should convert yazor@municator to a Fortran one. This
has not been included MUMP8ecause itis dependent on @1 implementation and thus not portable.
ForMPI2, and most MPI implementations, you may just do

id.comm_fortran = (F_INT) MPI_Comm_c2f(comm_c);

(Note that FLINT is defined in[sdczlmumps _c.h and normally is an int) For MPI
implementations where the Fortran and the C communicators the same integer representation

id.comm_fortran = (F_INT) comm_c;

should work.
For some MPI implementations, check if id.comm _fortran =
MPIR_FromPointer(comm _c) can be used.

8.3 Fortran I/O

Diagnostic, warning and error messages (controlleddiyTL(1:4) /icntl[0..3] ) are based on
Fortran file units. Use the value 6 for the Fortran unit 6 whichresponds tetdout . For a more
general usage with specific file names from C, passing a C fildlaais not currently possible. One
solution would be to use a Fortran subroutine along the liidlse model below:

SUBROUTINE OPENFILE( UNIT, NAME )
INTEGER UNIT

CHARACTER *) NAME

OPEN(UNIT, file=NAME)

RETURN

END

and have (in the C user code) a statement like

openfile _( &mumps_par.ICNTL(1), name, name _length _byval)
(or slightly different depending on the C-Fortran callir@neentions); something similar could be done
to close the file.

8.4 Runtime libraries

The Fortran 90 runtime library corresponding to the commpiked to compildMUMP$s required at the
link stage. One way to provide it is to perform the link phasthihe Fortran compiler (instead of the C
compiler orld ).
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8.5 Integer, real and complex datatypes in C and Fortran

We assume that thiet , float anddouble types are compatible with the FortrtNTEGER REAL
andDOUBLE PRECISIONlatatypes. If this were not the case, the fllésczlmumps _prec.h or
Makefiles would need to be modified accordingly.

Since not all C compilers define tikemplex datatype (this only appeared in the C99 standard), we
define the following, compatible with the Fortr&©OMPLEXndDOUBLE COMPLEYpes:

typedef struct {float r,i; } mumpscomplex; for simple precisiondmumps), and
typedef struct {double r,i; } mumpsdouble _complex; for double precision
(zmumps).

Types for complex data from the user program should be cdbipatith those above.

8.6 Sequential version

The C interface ttMUMP$ compatible with the sequential version; see Section 2.8.

9 Scilab and MATLAB interfaces

The main callable functions are
id initmumps;
id = dmumps(id [,mat] );
id = zmumps(id [,mat] );

We have designed these interfaces such that their usagsimite as possible to the existing C and
Fortran interfaces to MUMPS, and where only the parametdedad to the sequential code are used.
(Note that out-of-core functionalities allowing to corittbe directory and name of temporary files, are,
however, not available.) The main differences and charatts are:

e The existence of a functionitmumps (usageid=initmumps ) that builds an initial structure
id inwhichid.JOB issetto-1andd.SYM is setto O (unsymmetric solver by default).

e Only the double precision and double complex versions of MR8Viare interfaced, since they
correspond to the arithmetics used in MATLAB/Scilab.

e the sparse matrid is passed to the interface functiah®umpsandzmumpsas a Scilab/MATLAB
object (parameters ICNTL(5), N, NZ, NELT, ... are thus iexgint).

e the right-hand side vector or matrix, possibly sparse, ssed to the interface functiosnumps
and/orzmumpsin the argumentd.RHS , as a Scilab/MATLAB object (paramaters ICNTL(20),
NRHS, NZRHS, ... are thus irrelevant).

e The Schur complement matrix, if required, is allocated imitthe interface and returned as a
Scilab/MATLAB dense matrix. Furthermore, the parametdZESSCHUR and ICNTL(19) need
not be set by the user; they are set automatically dependitigecavailability and size of the list of
Schur variablesd.VAR _SCHUR

e We have chosen to use a new varialdleSOL to store the solution, instead of overwriting
id.RHS .

Please refer to the report [20] for a more detailed desoripif these interfaces. Please also refer to the
README file in directories MATLAB or Scilab of the main MUMPSatribution for more information
on installation. For example, one important thing to notéhat at installation, the user must provide
the Fortran 90 runtime libraries corresponding to the céeddlUMP$ackage. This can be done in
the makefile for the MATLAB interface (filemake.inc ) and in the builder for the Scilab interface (file
builder.sce ).

Finally, note that examples of usage of the MATLAB and thelécinterfaces are provided in
directoriesMATLABand Scilab/examples  , respectively. In the following, we describe the input
and output parameters of the functjglzlmumps , that are relevant in the context of this interface to the
sequential version of MUMPS.
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Input Parameters

e mat : sparse matrix which has to be provided as the second argusheimumps if id.JOB is

strictly larger than O.

id.SYM : controls the matrix type (symmetric positive definite, syatric indefinite or
unsymmetric) and it has do be initialized by the user befbeeinitialization phase oMUMPS
(see id.JOB). Its value is set to 0 after the call of initmumps

id.JOB : defines the action that will be realized MUMPSinitialize, analyze and/or factorize
and/or solve and relead¢UMP $hternal C/Fortran data. It has to be set by the user beforealh
to MUMP $except after a call to initmumps, which sets its value to -1)

id.ICNTL and id.CNTL : define control parameters that can be set after the iziéitiin call
(id.JOB = -1). See Section “Control parameters” for moreaiet If the user does not modify

an entry in id.ICNTL therMUMPSises the default parameter. For example, if the user wants to
use the AMD ordering, he/she should set id.ICNTL(7) = 0. Nzt the following parameters
are inhibited because they are automatically set withinrteeface: id.ICNTL(19) which controls

the Schur complement option and id.ICNTL(20) which corgrible format of the right-hand side.
Note that parameters id.ICNTL(1:4) may not work properlpeieding on your compiler and your
environment. In case of problem, we recommand to swith ipgraff by setting id.ICNL(1:4)=-1.

id.PERM_IN : corresponds to the given ordering option (see Sectionftiapd output parameters”
for more details). Note that this permutation is only aceddsthe parameter id.ICNTL(7) is set to
1.

id.COLSCA and id.ROWSCA : are optional scaling arrays (see Section “Input and output
parameters” for more details)

id.RHS : defines the right-hand side. The parameter id.ICNTL(2@}ee to its format (sparse or
dense) is automatically set within the interface. Note iti&HS is not modified (as iIMUMPE
the solution is returned in id.SOL.

id.VAR _SCHUR : corresponds to the list of variables that appear in the Sabmplement matrix
(see Section “Input and output parameters” for more détails

id.REDRHS (input parameter only if id. VARSCHUR was provided during the factorization and
if ICNTL(26)=2 on entry to the solve phase): partial solation the variables corresponding
to the Schur complement. It is provided by the user and ndymasults from both the Schur
complement and the reduced right-hand side that were edbyMUMP $ a previous call. When
ICNTL(26)=2,MUMP&ses this information to build the solution id.SOL on the ptete problem.
See Section “Schur complement” for more details.

Output Parameters

id.SCHUR : ifid.VAR _SCHUR is provided of size SIZECHUR, then id. SCHUR corresponds to
a dense array of size (SIZECHUR,SIZESCHUR) that holds the Schur complement matrix (see
Section “Input and output parameters” for more detailsk Uiker does not have to initialize it.

id.REDRHS (output parameter only if ICNTL(26)=1 and id.VARCHUR was defined): Reduced
right-hand side (or condensed right-hand side on the V@sassociated to the Schur complement).
It is computed byMUMPSluring the solve stage if ICNTL(26)=1. It can then be usedsidet
MUMP Stogether with the Schur complement, to build a solution lea interface. See Section
“Schur complement” for more details.

id.INFOG and id.RINFOG : information parameters (see Section “Information patansg ).

id.SYM_PERM : corresponds to a symmetric permutation of the variableg @iscussion
regarding ICNTL(7) in Section “Control parameters” ). Tiisrmutation is computed during the
analysis and is followed by the numerical factorizationeptavhen numerical pivoting occurs.

id.UNS_PERM : column permutation (if any) on exit from the analysis phaéeMUMP $see
discussion regarding ICNTL(6) in Section “Control paraenst ).

id.SOL : dense vector or matrix containing the solution aft®dMPSolution phase.
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Internal Parameters

e id.INST: (MUMP Seserved componentiUMP $ternal parameter.
e id. TYPE: MUMP&eserved component) defines the arithmetic (complex orldquriecision).

10 Examples of use of MUMPS

10.1 An assembled problem

An example program illustrating a possible use MUMPSon assembledOUBLE PRECISION
problems is given Figure 3. Two files must be included in thegpam: mpif.h  for MPI and
mumpsstruc.h  for MUMPSThe filemumpsroot.h  must also be available because it is included in
mumpsstruc.h . The initialization and termination of MPI are performedlire user program via the
calls toMPI_INIT andMPI_FINALIZE .

The MUMP$ackage is initialized by callinlUMPSvith JOB= —1, the problem is read in by the
host (in the components N, NZ, IRN, JCN, A, and RHS), and thetism is computed in RHS with a
call on all processors tMUMPSvith JOB=6. Finally, a call tdaMUMPSvith JOB= -2 is performed to
deallocate the data structures used by the instance of thagea.

Thus for the assemble@x 5 matrix and right-hand side

we could have as input
5 N

[EnY
N
Z
N

3.0
-3.0
2.0
1.0
3.0
2.0
4.0
2.0
6.0
-1.0
4.0

WPRP WNWAOEFELNOBRMDNPE
WWNABRARNRPPRPJOWWN

20.0

24.0

9.0

6.0

13.0 ‘RHS

and we obtain the solution RHS(i) =i,i=1, ..., 5.

10.2 An elemental problem

An example of a driver to uSlUMP $or elementDOUBLE PRECISIONroblems is given in Figure 4.
The calling sequence is similar to that for the assembletlenoin Section 10.1 but now the host reads
the problem in components N, NELT, ELTPTR, ELTVAR, LT, and RHS. Note that for elemental
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PROGRAM MUMPS_EXAMPLE
INCLUDE 'mpif.h’
INCLUDE ’dmumps_struc.h’
TYPE (DMUMPS_STRUC) id
INTEGER IERR, |
CALL MPI_INIT(IERR)
Define a communicator for the package
id%COMM = MPI_COMM_WORLD
Ask for unsymmetric code

id%SYM = 0

Host working
id%PAR = 1

Initialize an instance of the package
id%JOB = -1

CALL DMUMPS(id)
Define problem on the host (processor 0)

IF ( id%MYID .eq. 0 ) THEN
READ(5, *) id%N
READ(5, *) id%NZ
ALLOCATE( id%IRN ( id%NZ ) )
ALLOCATE( id%JCN ( id%NZ ) )
ALLOCATE( id%A( id%NZ ) )
ALLOCATE( id%RHS ( id%N ) )
READ(5, *) ( id%IRN() ,I=1, id%NZ )
READ(5, *) ( id%JCN(l) ,I=1, id%NZ )
READ(5, *) ( id%A(l),I=1, id%NZ )
READ(5, *) ( id%RHS(l) ,I=1, id%N )

END IF
Call package for solution
id%JOB = 6

CALL DMUMPS(id)
Solution has been assembled on the host
IF ( id%MYID .eq. 0 ) THEN
WRITE( 6, =* ) ' Solution is ’,(id%RHS(l),I=1,id%N)
END IF
Deallocate user data
IF ( id%MYID .eq. 0 )THEN
DEALLOCATE( id%IRN )
DEALLOCATE( id%JCN )
DEALLOCATE( id%A )
DEALLOCATE( id%RHS )

END IF
Destroy the instance (deallocate internal data structure S)
id%JOB = -2

CALL DMUMPS(id)

CALL MPI_FINALIZE(IERR)
STOP

END

Figure 3: Example program usidgUMP®n an assembledOUBLE PRECISIONyroblem
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problems ICNTL(5) must be set to 1 and that elemental matidheays have a symmetric structure. For
the two-element matrix and right-hand side

12
1 -1 2 3 3 2 -1 3 7
2(211), 4(1 2—1), 23
3 1 1 1 5 3 2 1 6
22
we could have as input
5
2
6
18
147
123345
-1.0 2.0 1.0 20 1.0 1.0 3.0 1.0 1.0 2.0 1.0 3.0 -1.0 2.0 2.0 3.0 - 1.0 1.0
12.0 7.0 23.0 6.0 22.0
and we obtain the solution RHS(i) =i,i=1, ..., 5.

10.3 An example of calling MUMPS from C

An example of a driver to uselUMP®&om C is given in Figure 5.
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PROGRAM MUMPS_EXAMPLE
INCLUDE ’'mpif.h’
INCLUDE ’dmumps_struc.h’
TYPE (DMUMPS_STRUC) id
INTEGER IERR, LELTVAR, NA_ELT
CALL MPI_INIT(IERR)
Define a communicator for the package
id%COMM = MPI_COMM_WORLD
Ask for unsymmetric code

id%SYM = 0

Host working
id%PAR = 1

Initialize an instance of the package
id%JOB = -1

CALL DMUMPS(id)
Define the problem on the host (processor 0)
IF ( id%MYID .eq. 0 ) THEN
READ(5, *) id%N
READ(5, *) id%NELT
READ(5, *) LELTVAR
READ(5, ) NA_ELT
ALLOCATE( id%ELTPTR ( id%NELT+1 ) )
ALLOCATE( id%ELTVAR ( LELTVAR ) )
ALLOCATE( id%A_ELT( NA_ELT ) )
ALLOCATE( id%RHS ( id%N ) )
READ(5, *) ( Id%ELTPTR(l) ,I=1, id%NELT+1 )
READ(5, *) ( id%ELTVAR(l) ,I=1, LELTVAR )
READ(5, *) ( id%A_ELT(I),I=1, NA_ELT )
READ(5, *) ( id%RHS(l) ,I=1, id%N )
END IF
Specify element entry
id%ICNTL(5) = 1
Call package for solution
id%JOB = 6
CALL DMUMPS(id)
Solution has been assembled on the host
IF ( id%MYID .eq. 0 ) THEN
WRITE( 6, * ) ' Solution is ’,(id%RHS(1),I=1,id%N)
Deallocate user data
DEALLOCATE( id%ELTPTR )
DEALLOCATE( Id%ELTVAR )
DEALLOCATE( id%A_ELT )
DEALLOCATE( id%RHS )

END IF
Destroy the instance (deallocate internal data structure S)
id%JOB = -2

CALL DMUMPS(id)

CALL MPI_FINALIZE(IERR)
STOP

END

Figure 4: Example program usidgUMP®n an elementdDOUBLE PRECISIONbroblem.
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/ = Example program using the C interface to the
* double precision version of MUMPS, dmumps_c.
* We solve the system A x = RHS with
* A = diag(1 2) and RHS = [1 4]'T
+ Solution is [1 2]'T * [

#include <stdio.h>

#include "mpi.h"

#include "dmumps_c.h"

#define JOB_INIT -1

#define JOB_END -2

#define USE_COMM_WORLD -987654

int main(int argc, char * argv) {
DMUMPS_STRUC_C id;
int n = 2;
int nz = 2;
int irn[] = {1,2};
int jen[] = {1,2};
double a[2];

double rhs[2];

int myid, ierr;

ierr = MPI_Init(&argc, &argv);

ierr = MPI_Comm_rank(MPI_COMM_WORLD, &myid);
/= Define A and rhs =/

rhs[0]=1.0;rhs[1]=4.0;

a[0]=1.0;a[1]=2.0;

[+ Initialize a MUMPS instance. Use MPI_COMM_WORLD. * [
id.job=JOB_INIT; id.par=1; id.sym=0;id.comm_fortran=U SE_COMM_WORLD;
dmumps_c(&id);
/ = Define the problem on the host */
if (myid == 0) {

id.n n; id.nz =nz; id.irn=irn; id.jcn=jcn;

id.a = a; id.rhs = rhs;
#define ICNTL(I) icntl[(1)-1] / * macro s.t. indices match documentation */
/+* No outputs =*/

id.ICNTL(1)=-1; id.ICNTL(2)=-1; id.ICNTL(3)=-1; id.ICN TL(4)=0;
/+ Call the MUMPS package. =/

id.job=6;

dmumps_c(&id);

id.job=JOB_END; dmumps_c(&id); / * Terminate instance */

if (myid == 0) {

printf("Solution is : (%8.2f %8.2f)\n", rhs[0],rhs[1]);
}

return O;

Figure 5: Example program usiddUMP&om C on an assembled problem.
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11 Notes on MUMPS distribution

This version of MUMPS is provided to you free of charge. It is p ublic
domain, based on public domain software developed during th e Esprit IV
European project PARASOL (1996-1999) by CERFACS, ENSEEIHT -IRIT and RAL.
Since this first public domain version in 1999, the developm ents are
supported by the following institutions: CERFACS, ENSEEIH T-IRIT, and
INRIA.

Main contributors are Patrick Amestoy, lain Duff, Abdou Gue rmouche,

Jacko Koster, Jean-Yves L'Excellent, and Stephane Pralet.

Up-to-date copies of the MUMPS package can be obtained
from the Web pages:
http://mumps.enseeiht.fr/ or http://graal.ens-lyon.fr /IMUMPS

THIS MATERIAL IS PROVIDED AS IS, WITH ABSOLUTELY NO WARRANTY
EXPRESSED OR IMPLIED. ANY USE IS AT YOUR OWN RISK.

User documentation of any code that uses this software can

include this complete notice. You can acknowledge (using

references [1], [2], and [3]) the contribution of this packa ge
in any scientific publication dependent upon the use of the

package. You shall use reasonable endeavours to notify

the authors of the package of this publication.

[1] P. R. Amestoy, I. S. Duff and J.-Y. L'Excellent,
Multifrontal parallel distributed symmetric and unsymmet ric solvers,
in Comput. Methods in Appl. Mech. Eng., 184, 501-520 (2000).

[2] P. R. Amestoy, |. S. Duff, J. Koster and J.-Y. L’Excellent ,
A fully asynchronous multifrontal solver using distribute d dynamic
scheduling, SIAM Journal of Matrix Analysis and Applicatio ns,

Vol 23, No 1, pp 15-41 (2001).

[3] P. R. Amestoy and A. Guermouche and J.-Y. L’Excellent and
S. Pralet, Hybrid scheduling for the parallel solution of li near
systems. Parallel Computing Vol 32 (2), pp 136-156 (2006).
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